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Abstract 

Most file systems are a thin layer of organization on top of a block device and 

cannot efficiently address data at large scale.  This paper focuses on OneFS, a 

modern file system that meets the unique needs of big data. OneFS includes 

in-line data reduction, combining native, real-time data compression and 

deduplication. In-line data reduction enables enterprises to lower storage costs 

and footprint and increase data efficiency, without sacrificing data protection or 

management simplicity. 
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)ÎÔÒÏÄÕÃÔÉÏÎ 
Information technology managers across most areas of commerce are grappling with the challenges presented by explosive file data 

growth, which significantly raises the cost and complexity of storage environments. Business data is often filled with significant amounts 

of compressible and duplicate information. Data compression and deduplication are specialized data reduction techniques that allows 

for the reduction in physical size of data.  

In-line data reduction is yet another milestone in the Dell EMC PowerScale industry-leading data efficiency solutions, and a key 

ingredient for organizations that wish to maintain a competitive edge. Benefits include: 

¶ Simple: No configuration, default-on continuous compression and deduplication eliminates management burden. 

¶ Efficient: By using in-line hardware offloading, PowerScale minimizes any performance impact while maximizing storage 

efficiency. 

¶ Transparent: Compression and deduplication are natively integrated into the OneFS file system, making them seamless and 

transparent to applications and workflows 

¶ Harmonious: Works in concert with other OneFS storage efficiency tools, significantly increasing efficiency and lowering the TCO. 

)ÎÔÅÎÄÅÄ !ÕÄÉÅÎÃÅ 
This paper presents information for deploying and managing in-line data reduction on a Dell EMC PowerScale all-flash cluster. This 

paper does not intend to provide a comprehensive background to the OneFS architecture.  

& Please refer to the OneFS Technical Overview white paper for further details on the OneFS architecture.  

The target audience for this white paper is anyone configuring and managing in-line data reduction in a Dell EMC PowerScale clustered 

storage environment containing F810, F600, F200 or H5600 nodes. It is assumed that the reader has an understanding and working 

knowledge of the OneFS components, architecture, commands and features.  

& More information on OneFS commands and feature configuration is available in the OneFS Administration Guide. 

/ÖÅÒÖÉÅ× 
OneFS in-line data reduction combines both real-time compression and deduplication. Compression uses a lossless algorithm to 

reduce the physical size of data when it is written to disk and decompresses the data when it is read back. More specifically, lossless 

compression reduces the number of bits in each file by identifying and reducing or eliminating statistical redundancy. No information is 

lost in lossless compression, and a file can easily be decompressed to its original form. 

Deduplication differs from data compression in that it eliminates duplicate copies of repeating data. Whereas compression algorithms 

identify redundant data inside individual files and encode the redundant data more efficiently, deduplication inspects data and identifies 

sections, or even entire files, that are identical, and replaces them with a shared copy. 

Both compression and deduplication are transparent to all applications that sit on top of the filesystem including protocol-based services 

like NFS, SMB, HDFS, S3, etc. The primary purpose of OneFS in-line data reduction is to reduce the storage requirements for data, 

resulting in a smaller storage footprint, reduced power and cooling requirements, and a reduction in the overall per-TB storage cost. 

Additionally, in-line data reduction also helps to shrink the total amount of physical data written to storage devices. This is particularly 

beneficial for solid state drives (SSDs) and other media with finite overwrite limits, by significantly reducing flash drive wear rates. 

There are three primary measures of storage capacity that are relevant here: 

https://www.emc.com/collateral/hardware/white-papers/h10719-isilon-onefs-technical-overview-wp.pdf
https://www.emc.com/collateral/hardware/white-papers/h10719-isilon-onefs-technical-overview-wp.pdf
http://www.emc.com/collateral/TechnicalDocument/docu84277.pdf
http://www.emc.com/collateral/TechnicalDocument/docu84277.pdf
https://en.wikipedia.org/wiki/Redundancy_(information_theory)
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Figure 1: The primary measures of storage capacity. 

 

i  Be aware that t he savings due to in - line data reduction  are highly 

dependent on the data and can vary considerably . This means that 

accurate rates of saving s are not able to be predicted without 
comprehensive analysis of the actual data set.  Any estimates provided 

in this document are for broad guidance only.  

 

)ÎȤÌÉÎÅ $ÁÔÁ 2ÅÄÕÃÔÉÏÎ !ÒÃÈÉÔÅÃÔÕÒÅ 
OneFS data reduction offers both in-line data compression and in-line deduplication, and the supporting OneFS architecture is 

comprised of the following principle components: 

¶ Data Reduction Platform 

¶ Compression Engine and Chunk Map 

¶ Zero block removal phase 

¶ Deduplication In-memory Index and Shadow Store Infrastructure 

¶ Data Reduction Alerting and Reporting Framework 

¶ Data Reduction Control Path 

The in-line data reduction control path comprises the OneFS command line interface (CLI) and RESTful platform API and is responsible 

for managing the configuration and reporting of the feature. 

Data Reduction Platform  
In-line data reduction is supported on the Dell EMC PowerScale F600-NVMe and F200 SSD nodes, and the Isilon F810 and deep-

hybrid H5600 platforms.  

The F810 chassis is available with the following storage options: 
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Drive Capacity Storage Medium Encryption (SED) Chassis Capacity (Raw) 

3.8 TB Solid state drive (SSD) No 228 TB 

7.7 TB Solid state drive (SSD) No 462 TB 

15.4 TB Solid state drive (SSD) No 924 TB 

15.4 TB SED Solid state drive (SSD) Yes 924 TB 

Table 1: F810 chassis configuration options. 

The F600 chassis is available with the following storage options: 

Drive Capacity Storage Medium Encryption (SED) Node Capacity (Raw) 

1.92 TB NVMe drive No 46 TB 

3.84 TB NVMe drive No 92 TB 

7.68 TB NVMe drive No 184 TB 

Table 2: F600 chassis configuration options. 

The F200 chassis is available with the following storage options: 

Drive Capacity Storage Medium Encryption (SED) Node Capacity (Raw) 

0.92 TB Solid state drive (SSD) No 11.5 TB 

1.92 TB Solid state drive (SSD) No 23 TB 

3.84 TB Solid state drive (SSD) No 92 TB 

Table 3: F600 chassis configuration options. 

The deep-hybrid H5600 chassis is available in the following storage configurations: 

Hard Drive Capacity SSD Capacity Encryption (SED) Chassis Capacity (Raw) 

10 TB 3.2TB SSD No 800 TB 

12 TB 2 x 3.2TB SSDs No 960 TB 

10 TB SED 3.2TB SSD Yes 800 TB 

Table 4: H5600 chassis configuration options. 

OneFS in-line data reduction is only supported on a cluster or node pool with either of the following characteristics:  

¶ F810 node pool running OneFS 8.2.1 or later and 40 Gb/s Ethernet backend. 
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¶ H5600 node pool running OneFS 8.2.2 or later. 

¶ F600 or F200 node pool running OneFS 9.0. 

However, unlike the H5600, F600 and F200, each F810 node includes a data reduction hardware off-load adapter. This adapter off-

loads certain tasks from the CPU. Specifically, data compression and inflation are transparently performed by the off-load adapter with 

minimal latency, avoiding the need for consuming a nodeôs expensive CPU and memory resources. 

Each F810 nodeôs data reduction off-load adapter contains an FPGA chip, which is dedicated to the compression of data received via 

client connections to the node. These cards reside in the backend PCI-e slot in each of the four nodes. The two Ethernet ports in each 

adapter are used for the nodeôs redundant backend network connectivity. 

Data Reduction Workflow  
Data from network clients is accepted as is and makes its way through the OneFS write path until it reaches the BSW engine, where it 
is broken up into individual chunks. The in-line data reduction write path comprises three main phases:  
 

¶ Zero Block Removal 

¶ In-line Deduplication 

¶ In-line Compression 

 
If both in-line compression and deduplication are enabled on a cluster, zero block removal is performed first, followed by dedupe, and 
then compression. This order allows each phase to reduce the scope of work each subsequent phase. 
 
 

 

Figure 2: In-line Data Reduction workflow. 

Zero Block Removal 
The in-line data reduction zero block removal phase detects blocks that contain only zeros and prevents them from being 
written to disk. This both reduces disk space requirements and avoids unnecessary writes to SSD, resulting in increased drive 
longevity.  
 
Zero block removal occurs first in the OneFS in-line data reduction process. As such, it has the potential to reduce the amount of work 
that both in-line deduplication and compression need to perform. The check for zero data does incur some overhead. However, for 
blocks that contain non-zero data the check is terminated on the first non-zero data found, which helps to minimize the impact. 
 
The following characteristics are required for zero block removal to occur: 

¶ A full 8KB block of zeroes 

¶ A partial block of zeroes being written to a sparse or prealloc block 

The write will convert the block to sparse if not already. A partial block of zeroes being written to a non-sparse, non-preallocated block 
will not be zero eliminated. 

In-line Deduplication  
 
While OneFS has offered a native file system deduplication solution for several years, until OneFS 8.2.1 this was always accomplished 

by scanning the data after it has been written to disk, or post-process. With in-line data reduction, deduplication is now performed in 

real time, as data is written to the cluster. Storage efficiency is achieved by scanning the data for identical blocks as it is received and 

then eliminating the duplicates.  
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Figure 3: OneFS In-line Deduplication. 

 
When a duplicate block is discovered, in-line deduplication moves a single copy of the block to a special set of files known as shadow 

stores. OneFS shadow stores are file system containers that allow data to be stored in a sharable manner. As such, files on OneFS can 

contain both physical data and pointers, or references, to shared blocks in shadow stores.  

 

Shadow stores were first introduced in OneFS 7.0, initially supporting OneFS file clones, and there are many overlaps between cloning 

and deduplicating files. The other main consumer of shadow stores is OneFS Small File Storage Efficiency. This feature maximizes the 

space utilization of a cluster by decreasing the amount of physical storage required to house the small files that comprise a typical 

healthcare dataset.  

Shadow stores are similar to regular files but are hidden from the file system namespace, so cannot be accessed via a pathname. A 

shadow store typically grows to a maximum size of 2GB, which is around 256K blocks, with each block able to be referenced by 32,000 

files. If the reference count limit is reached, a new block is allocated, which may or may not be in the same shadow store. Additionally, 

shadow stores do not reference other shadow stores. And snapshots of shadow stores are not permitted because the data contained in 

shadow stores cannot be overwritten. 

When a client writes a file to a node pool configured for in-line deduplication on a cluster, the write operation is divided up into whole 

8KB blocks. Each of these blocks is then hashed and its cryptographic ófingerprintô compared against an in-memory index for a match. 

At this point, one of the following operations will occur: 

 

1. If a match is discovered with an existing shadow store block, a byte-by-byte comparison is performed. If the comparison is 

successful, the data is removed from the current write operation and replaced with a shadow reference. 

 

2. When a match is found with another LIN, the data is written to a shadow store instead and replaced with a shadow reference. Next, 

a work request is generated and queued that includes the location for the new shadow store block, the matching LIN and block, 

and the data hash. A byte-by-byte data comparison is performed to verify the match and the request is then processed. 

 

3. If no match is found, the data is written to the file natively and the hash for the block is added to the in-memory index. 

 

In order for in-line deduplication to be performed on a write operation, the following conditions need to be true: 

 

¶ In-line dedupe must be globally enabled on the cluster. 

¶ The current operation is writing data (ie. not a truncate or write zero operation). 

¶ The óno_dedupeô flag is not set on the file. 
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¶ The file is not a special file type, such as an alternate data stream (ADS) or an EC (endurant cache) file. 

¶ Write data includes fully overwritten and aligned blocks. 

¶ The write is not part of a órehydrateô operation. 

¶ The file has not been packed (containerized) by SFSE (small file storage efficiency). 

 

OneFS in-line deduplication uses the 128-bit CityHash algorithm, which is both fast and cryptographically strong. This contrasts with 

OneFSô post-process SmartDedupe, which uses SHA-1 hashing. 

 

Each F810, F600, F200 or H5600 node in a cluster with in-line dedupe enabled has its own in-memory hash index that it compares 

block ófingerprintsô against. The index lives in system RAM and is allocated using physically contiguous pages and accessed directly 

with physical addresses. This avoids the need to traverse virtual memory mappings and does not incur the cost of translation lookaside 

buffer (TLB) misses, minimizing deduplication performance impact. 

 

The maximum size of the hash index is governed by a pair of sysctl settings, one of which caps the size at 16GB, and the other which 

limits the maximum size to 10% of total RAM.  The strictest of these two constraints applies.  While these settings are configurable, the 

recommended best practice is to use the default configuration. Any changes to these settings should only be performed under the 

supervision of Dell EMC support. 

 

Since in-line dedupe and SmartDedupe use different hashing algorithms, the indexes for each are not shared directly. However, the 

work performed by each dedupe solution can be leveraged by each other.  For instance, if SmartDedupe writes data to a shadow store, 

when those blocks are read, the read hashing component of inline dedupe will see those blocks and index them.  

 

When a match is found, in-line dedupe performs a byte-by-byte comparison of each block to be shared to avoid the potential for a hash 

collision. Data is prefetched prior to the byte-by-byte check and then compared against the L1 cache buffer directly, avoiding 

unnecessary data copies and adding minimal overhead. Once the matching blocks have been compared and verified as identical, they 

are then shared by writing the matching data to a common shadow store and creating references from the original files to this shadow 

store. 

 

 

 
 

Figure 4: OneFS Duplicate Block Sharing. 

 

In-line dedupe samples every whole block written and handles each block independently, so it can aggressively locate block duplicity.  

If a contiguous run of matching blocks is detected, in-line dedupe will merge the results into regions and process them efficiently.  

 

In-line dedupe also detects dedupe opportunities from the read path, and blocks are hashed as they are read into L1 cache and 

inserted into the index. If an existing entry exists for that hash, in-line dedupe knows there is a block sharing opportunity between the 

block it just read and the one previously indexed. It combines that information and queues a request to an asynchronous dedupe 
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worker thread.  As such, it is possible to deduplicate a data set purely by reading it all. To help mitigate the performance impact, the 

hashing is performed out-of-band in the prefetch path, rather than in the latency-sensitive read path. 

 

In-line Compression 
Under the hood, the F810 nodes use an FPGA-based hardware offload engine resident on the backend PCI-e network adapter to 

perform real-time data compression. This occurs as files are written to from a node in the cluster via a connected client session. 

Similarly, files are re-inflated on demand as they are read by clients.   

On top of the FPGA, the OneFS hardware off-load engine uses a proprietary implementation of DEFLATE with the highest level of 

compression, while incurring minimal to no performance penalty for highly compressible datasets. 

The compression engine comprises three main components: 

Engine Component Description 

Search Module LZ77 search module analyzes in-line file data chunks for repeated patterns. 

Encoding Module Performs data compression (Huffman encoding) on target chunks. 

Decompression Module Regenerates the original file from the compressed chunks. 

Table 5: OneFS Data Reduction Engine Components. 

 

i  Since they reside on the same card, t he data compression  engine 

shares PCI -e bandwidth with the nodeôs backend Ethernet interfaces. In 

general, there is plenty of bandwidth available. A best practice is to run 
highly compressible datasets through the F810 nodes with compression 

enabled. However, it i s not advisable to run non -compressible dataset s 

with compression enabled.  

 

OneFS provides software-based compression for the F600, F200, and H5600 platform, as fallback in the event of an F810 hardware 

failure, and in a mixed cluster for use in nodes without a hardware offload capability. Both hardware and software compression 

implementations are DEFLATE compatible.  

Compression File Chunking 
 

When a file is written to OneFS using in-line data compression, the fileôs logical space is divided up into equal sized chunks called 

compression chunks. Compaction is used to create 128KB compression chunks, with each chunk comprising sixteen 8KB data blocks. 

This is optimal since 128KB is the same chunk size that OneFS uses for its data protection stripe units, providing simplicity and 

efficiency, by avoiding the overhead of additional chunk packing. 

For example, consider the following 128KB chunk: 
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Figure 5: Compression chunks and OneFS transparent overlay. 
 

After compression, this chunk is reduced from sixteen to six 8KB blocks in size. This means that this chunk is now physically 48KB in 

size. OneFS provides a transparent logical overlay to the physical attributes. This overlay describes whether the backing data is 

compressed or not and which blocks in the chunk are physical or sparse, such that file system consumers are unaffected by 

compression. As such, the compressed chunk is logically represented as 128KB in size, regardless of its actual physical size. The 

orange sector in the illustration above represents the trailing, partially filled 8KB block in the chunk. Depending on how each 128KB 

chunk compresses, the last block may be under-utilized by up to 7KB after compression. 

Efficiency savings must be at least 8KB (one block) for compression to occur, otherwise that chunk or file will be passed over and 

remain in its original, uncompressed state. For example, a file of 16KB that yields 8KB (one block) of savings would be compressed. 

Once a file has been compressed, it is then protected with Forward Error Correction (FEC) parity blocks, reducing the number of FEC 

blocks and therefore providing further overall storage savings. 

Compression chunks will never cross node pools. This avoids the need to de-compress or recompress data to change protection levels, 

perform recovered writes, or otherwise shift protection-group boundaries. 

 

Figure 6: OneFS In-line Compression 
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In the illustration above, a 768KB file (file1) is written from a Windows client to an F810 cluster. After passing through the OneFS in-line 

compression engine, the logical data footprint of that file is reduced from ninety-six to sixty 8KB blocks, across six chunks. This is 

represented by the blue data blocks. The file is then FEC protected using twenty-six parity blocks, shown in green.  

Data Reduction Write Path  
In a PowerScale cluster, data, metadata and inodes are all distributed across multiple drives on multiple nodes. When reading or writing 

to the cluster, a client is directed by SmartConnect to the desired protocol head on a particular node, or initiator. This node then acts as 

the ócaptainô for the operation, performing the chunking and data compression, orchestrating the layout of data and metadata, the 

creation of erasure codes, and the normal operations of lock management and permissions control. 

Take for example a four node F810 cluster. A Windows client connects to the top half, or initiator, on node 1 to write a file. Once the 

SMB session is established and write request granted, the client begins to send the file data across the front-end network to the cluster 

where it is initially buffered in the coalescer, or OneFS write cache. The purpose of the coalescer is to build up a large contiguous range 

of data that will make the write operation more efficient.   

When the coalescer is flushed, data chunks, typically sized on protection group boundaries, are passed through the data reduction 

pipeline. First, if in-line dedupe is enabled, the incoming data is scanned for zero block removal and deduplication opportunities. When 

found, any zero blocks are stripped out and any matching blocks are deduplicated. Next, chunks that meet the ócompressabilityô criteria 

described above are compressed by the FPGA. Finally, the initiator executes its ówrite planô for the file data, optimizing for layout 

efficiency and the selected protection policy, and the chunks/stripes are written to SSDs on the bottom half of the participant nodes. 

 
Figure 7: File Writes with Compression 
 

OneFS stripes data across all nodesðand not simply across disksðand protects the files, directories and associated metadata via 

software erasure-code or mirroring technology. Erasure coding can provide beyond 80% efficiency on raw disk with five nodes or more, 

and on large clusters can even do so while providing quadruple-level redundancy. For any given file, the stripe width is the number of 

nodes (not disks) that a file is written across. For example, on the 4-node F810 cluster above with the recommended +2d:1n protection 

level, OneFS will use a stripe width of 8 and protection level of 6+2, where each node is used twice: I.e. Two data stripe units are 

written to each of three nodes, and two FEC units to the remaining node. 

& For further detail on OneFS data protection, please refer to the OneFS Technical Overview white paper. 

https://www.emc.com/collateral/hardware/white-papers/h10719-isilon-onefs-technical-overview-wp.pdf
https://www.emc.com/collateral/hardware/white-papers/h10719-isilon-onefs-technical-overview-wp.pdf
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Data Reduction Read Path and Caching Integration  
In the diagram below, an NFS client attaches to node 1 and issues a read request for a file. Node 1, the captain, gathers all the chunks 

of data from the various nodes in the cluster and presents it in a cohesive way to the requesting client. Since the fileôs data has been 

stored in a compressed form on nodesô SSDs, node 1 needs to gather all the constituent chunks and decompress the data so the file 

can be sent across the wire to the client in its original form. 

 

 
Figure 8: File Reads with Compression 
 

During this read process, the L2 read cache on the participant nodes (nodes 2-4) is populated with the compressed data chunks that 

are sent to node 1. This means that any additional read requests for this file can be served straight from low latency cache, rather than 

reading again from the drives. This process both accelerates read performance and reduces wear on the SSDs.  

To support OneFS in-line compression, a nodeôs L1, or client-side, read cache is divided into separate address spaces so that both the 

on-disk compressed data and the logical uncompressed data can be cached. The address space for the L1 cache is already split for 

data and FEC blocks, so a similar technique is used to divide it again. Data in the uncompressed L1 cache is fed from data in the 

compressed L1 cache which, in turn, is fed from disk.  

OneFS prefetch caching has also been enhanced to accommodate compressed data. Since reading part of a compressed chunk 

results in the entire compression chunk being cached, it will effectively mean that prefetch requests are rounded to compression chunk 

boundaries. Since a prefetch request is not complete until the uncompressed data is available in cache, the callback used for prefetch 

requests performs the decompression. 

Data Reduction  in a Mixed cluster  
 
A mixed, or heterogeneous, cluster is one that comprises two or more different types or node. For compression, there are two main 
concepts in play in a mixed cluster: 
 
1) Reading compressed data to return the logical data (for client traffic, NDMP, or otherwise). 
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2) Writing a previously compressed file to disk in uncompressed format (because the target tier doesnôt support compression). 

 
The former happens in L1 memory and not on-disk. As such, only F810, F600, F200 and H5600 storage pools may contain 
compressed data. 
 
In general, OneFS does not allow deduplication across different disk pool policies. For in-line dedupe, a deduplicated file that is moved 
to another tier will retain the shadow references to the shadow store on the original disk pool. While this behavior violates the rule for 
deduping across different disk pool policies, it is preferred to do this than rehydrate files that are moved. Further deduplication activity 
on that file will no longer be allowed to reference any blocks in the original shadow store. The file will need to be deduped against other 
files in its new node pool.  

 

Writes to a Mixed F810 Cluster 
Figure 9 below depicts a file write in a mixed cluster environment. A client connects to an H400 node and writes a file with a path-based 

file pool policy that directs the file to an F810 nodepool. In this scenario, the H400 node first scans the incoming data for zero block 

removal and/or deduplication opportunities.  

i Zero block elimination and inline dedupe will only be enabled on 

nodes that have local drives in a disk pool with the data reduce flag set.  

With OneFS 9.0and later, the data reduce flag will only be set on F810, F600, F200 and H5600 disk pools and therefore zero block 

elimination and inline dedupe will only be performed on those platforms. When found, any zero blocks are stripped out and any 

matching blocks are deduplicated. 

Next, the data is divided into 128KB compression chunks as usual. However, since the H400 node does not have an FPGA offload 

card, it instead performs compression on the chunks in software. 

i Unlike in - line dedupe, compression does not require the initiator  node 

to be a member of  a disk pool with the data reduce flag set. As long as 

the target disk pool for the write has data reduce set and the cluster  has 

in - line compression enabled, compression will be performed . 

A different compression algorithm is used to help minimize the performance impact. Each compressed chunk is then FEC protected 
and the H400 uses its write plan to place blocks on the participant nodes. The chunks are written in compressed form over the back-
end network to the appropriate F810 nodes. 
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Figure 9: File Write in a Mixed Cluster with Software Compression 

Reading from a Mixed F810 Cluster 
In the following mixed cluster scenario, a client connects to an H400 node and issues a read request for a compressed file housed on 

an F810 nodepool. The H400 retrieves all the compressed chunks from the pertinent F810 nodes over the backend network. Since the 

H400 has no FPGA offload card, the decompression of the chunks is performed in software. Software compression uses a different 

DEFLATE-compatible algorithm to help minimize the performance impact of non-offloaded decompression. Once the chunks have been 

decompressed, the file is then reassembled and sent over Ethernet in uncompressed form to the requesting client. 

 
 
Figure 10: File Read in a Mixed Cluster with Software Compression 
 
 



 

18 

Next Generation Storage Efficiency with Dell EMC PowerScale In-line Data Reduction 

© 2020 Dell Inc. or its subsidiaries. 

 

Data Reduction and Tiering in a Mixed Cluster  
Consider a mixed cluster comprising an F810 flash performance tier and an A2000 archive tier. 

SmartPools is licensed and a file pool policy is crafted to move data over three months old from 

the F810 flash tier to the archive tier. Files are stored in a compressed form on the F810 tier.  

 

When SmartPools runs, decompression occurs as the files targeted for down-tiering are restriped 

from the F810 tier to the A2000 tier inside the SmartPools job. The SmartPools job runs across 

all the nodes in the cluster - both F810 and A2000 - so whether hardware assisted 

decompression is available depends on which node(s) are running the job worker threads. Once 

on the A2000 tier, files will remain uncompressed.] 

If a file has been deduped, whether by in-line or post process deduplication, the deduped state of 
the file will remain unchanged when tiered. This is true even if the file is moved from a disk pool 
that supports data reduce to a disk pool that does not. 

If another file pool policy is created to up-tier files from the A2000 back up to the F810, the file 

chunks will be compressed when theyôre restriped onto the F810 nodes. Once again, all nodes in 

the cluster will participate in the SmartPools job. 

As data moves between tiers in a mixed cluster, it must be re-written from the old to new drives. If 

the target tier has a different ódata-reduceô setting than the source tier, data is compressed or decompressed as appropriate. The sizing 

of the F810 pool should be independent of whether it is participating in a mixed cluster or not.  However, because up-tiering via the job-

engine can run job tasks on the lower tier nodes, the achievable compression ratios may be slightly less efficient when software 

compression is used. 

Data Reduction and Replication in a Mixed Cluster 
SyncIQ is licensed on a mixed F810 and A2000 cluster and a SyncIQ policy is configured to replicate data to a target cluster. On the 

source cluster, replication traffic is isolated to just the A2000 nodes. When SyncIQ is run, worker threads on the A2000 nodes gather all 

the compressed chunks from the F810 nodes over the backend network (RBM). The A2000 nodes then perform decompression of the 

chunks in software. As discussed previously, software compression uses a different DEFLATE-compatible algorithm from hardware 

offload to help minimize the performance impact of non-offloaded decompression. Once the chunks have been decompressed, the data 

is then sent over Ethernet to the target cluster in uncompressed form. 

 

Similarly, deduplicated data is always rehydrated when it exits a cluster. For a data service such as SyncIQ, data is replicated in its 

entirety and shadow stores and shadow links are not preserved on the target. This means that the target cluster must have sufficient 

space to house the full size of the replicated data set. If the target cluster happens to also be F810 hardware and in-line data reduction 

is enabled, compression and/or deduplication will be performed as the replication data is ingested by each target node. 

Compression and Backup in a Mixed Cluster 
A mixed F810 and A2000 cluster is configured for NDMP backup from the A2000 nodes. When a backup job runs, the A2000 nodes 

retrieve all the compressed chunks from the pertinent F810 nodes over the backend network (RBM). Since the A2000 has no FPGA 

offload card, the decompression of the chunks is performed in software. Once the chunks have been decompressed, each file is then 

reassembled and sent over Fibre Channel (2-way NDMP) or Ethernet (3-way NDMP) in uncompressed form to the backup device(s). 

 

With NDMP, deduplicated data is rehydrated when it leaves the cluster, and shadow stores and shadow links are not preserved on the 

backup. The NDMP tape device or VTL will need to have sufficient space to house the full size of the data set. 
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)ÎȤÌÉÎÅ $ÁÔÁ 2ÅÄÕÃÔÉÏÎ #ÏÎÆÉÇÕÒÁÔÉÏÎ ÁÎÄ -ÁÎÁÇÅÍÅÎÔ 
OneFS in-line data reduction uses a very simple administrative control plane. Configuration is via the command line interface (CLI), 

using the óisi compressionô and óisi dedupe inlineô commands. There are also utilities provided to decompress, or rehydrate, compressed 

and deduplicated files if necessary. Plus, there are tools for viewing on-disk capacity savings that in-line data reduction has generated.  

The óisi_hw_statusô CLI command can be used to confirm and verify the node(s) in a cluster. For example: 

# isi_hw_status ïi | grep Product  

Product: F810 - 4U- Single - 256GB- 1x1GE- 2x40GE SFP+ - 24TB SSD 

Enabling Compression 
Since Compression configuration is binary, either on or off across a cluster, it can be easily controlled via the OneFS command line 

interface (CLI). For example, the following syntax will enable compression and verify the configuration:  

# isi  compression settings view  

    Enabled: No  

# isi compression settings modify -- enabled=True  

# isi compression settings view  

    Enabled: Yes  

 

i Note  that in - line compression  is enabled by default on new F810 

clusters  running OneFS 8.2.1  and later,  on new H5600 clusters running 

OneFS 8.2.2  and later, and on new F600 and F200 clusters running 

OneFS 9. 0. 

 

In a mixed cluster containing other node styles in addition to compression nodes, files will only be stored in a compressed form on 

F810, F600, F200 and H5600 node pool(s). Data that is written or tiered to storage pools of other hardware styles will be uncompressed 

on the fly when it moves between pools. A non-in-line compression supporting node on the cluster can be an initiator for compressed 

writes in software to a compression node pool. However, this may generate significant CPU overhead for lower powered nodes, such 

as the A-series hardware and provide only software fallback based compression with lower compressibility. 

Verifying Compression 
While there are no visible userspace changes when files are compressed, the óisi getô CLI command provides straightforward method to 

verify whether a file is compressed. If compression has occurred, both the ódisk usageô and the óphysical blocksô metric reported by the 

óisi get ïDDô CLI command will be reduced. Additionally, at the bottom of the commandôs output, the logical block statistics will report 

the number of compressed blocks. For example: 

Metatree logical blocks:  

   zero=260814 shadow=0 ditto=0 pre alloc=0 block=2 compressed=1328  

For more detailed information, the ïO flag, which displays the logical overlay, can be used with the óisi getô command. This command is 

described in more detail later in this paper.  

Disabling Compression 
OneFS in-line data compression can be disabled from the CLI with the following syntax: 

# isi compression  settings modify -- enabled=False  

# isi compression  settings view  

    Enabled: No  
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Enabling In-line Deduplication  
Since in-line deduplication configuration is binary, either on or off across a cluster, it can be easily controlled via the OneFS command 

line interface (CLI). For example, the following syntax will enable in-line deduplication and verify the configuration:  

# isi dedupe inline  settings view  

    Mode: dis abled  

    Wait: -  

   Local: -  

# isi dedupe  inline settings modify ï- mode enabled  

# isi dedupe  inline settings view  

    Mode: enabled  

    Wait: -  

   Local: -  

 

i Note that in - line deduplication  is disabled by default on new F810 

clusters  running OneFS 8.2.1  or later, on new H5600 clusters running 

OneFS 8.2.2  and later, and on new F600 and F200 clusters running 

OneFS 9.0 .  

Verifying In-line Deduplication  
While there are no visible userspace changes when files are deduplicated, if deduplication has occurred, both the ódisk usageô and the 

óphysical blocksô metric reported by the óisi get ïDDô CLI command will be reduced. Additionally, at the bottom of the commandôs output, 

the logical block statistics will report the number of shadow blocks. For example: 

Metatree logical blocks:  

   zero=260814 shadow=362  ditto=0 prealloc=0 block=2 compressed= 0 

Disabling In-line Deduplication  
OneFS in-line data deduplication can be disabled from the CLI with the following syntax: 

# isi dedupe inline  settings modify ï- mode disabled  

# isi dedupe inline  settings view  

    Mode: disabled  

    Wait: -  

   Local: -  

Pausing In-line Deduplication  
OneFS in-line data deduplication can be paused from the CLI with the following syntax: 

# isi dedupe inline  settings modify ï- mode pause d 

Assess Mode 
OneFS in-line data deduplication can be run in assess mode from the CLI with the following syntax: 

# isi dedupe inline settings modify ï- mode assess  

Events and Alerts 
Issues with in-line compression may generate the following OneFS events and alerts. These include: 



 

21 

Next Generation Storage Efficiency with Dell EMC PowerScale In-line Data Reduction 

© 2020 Dell Inc. or its subsidiaries. 

 

Event 
Category 

Alert Condition Event Trigger Event ID 

Health In-line compression has 
failed on the specific node 

¶ Falling back to software 
 

¶ 40070001 

Health In-line compression 
hardware is unhealthy 

¶ Increased error rates 

¶ Device is blacklisted 

 

¶ 900160101 

Availability  In-line compression 
hardware is unavailable 

¶ The device is missing ¶ 900160100 

 
Table 6: OneFS In-line Compression Events and Alerts 

 
Similarly, problems with in-line dedupe may generate the following OneFS events and alerts. These include: 

Event Category Alert Condition Event ID 

Health Inline dedupe index allocation failed ¶ 400180001 

Health Inline dedupe index allocation in progress ¶ 400180002 

Availability Inline dedupe not supported ¶ 400180003 

Health Inline dedupe index is smaller than requested ¶ 400180004 

Health Inline dedupe index has non-standard layout ¶ 400180005 

 
Table 7: OneFS In-line Dedupe Events and Alerts 
 

In the event that in-line deduplication encounters an unrecoverable error, it will restart the write operation with in-line dedupe disabled. If 

any of the above alert conditions occur, please contact Dell EMC Technical Support for further evaluation. 

)ÎȤÌÉÎÅ $ÁÔÁ 2ÅÄÕÃÔÉÏÎ %ÆÆÉÃÉÅÎÃÙ 
Compression and deduplication can significantly increase the storage efficiency of data. However, the actual space savings will vary 

depending on the specific attributes of the data itself.  

The table below illustrates the relationship between the effective to usable and effective to raw ratios for the F810, F600, F200, and 

H5600 platforms: 
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Table 8: Effective to Usable and Raw Relationships in F810, F600, F200, and H5600 Configurations. 
 

The following table provides descriptions for the various OneFS reporting metrics, such as those returned by the óisi statistics data-

reductionô command described below. The table attempts, where appropriate, to equate the OneFS nomenclature with more general 

industry terminology: 
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Table 9: OneFS Data Reduction Reporting Metrics. 
 

i The color scheme in this table is used throughout this paper to 

categorize and distinguish between the various  data metrics.  

The interrelation of the data capacity metrics described above can be illustrated in a graphical representation.  

 
Figure 11: OneFS Data Capacity Metrics Interrelation. 
 

As we can see, the preprotected physical (usable) value is derived by subtracting the protection overhead from the protected physical 

(raw) metric. Similarly, the difference in size between preprotected physical (usable) and logical data (effective) is the efficiency 

savings. If OneFS SmartDedupe is also licensed and running on the cluster, this data reduction savings value will reflect a combination 

of compression, in-line deduplication and post-process deduplication savings.  

In-line Data  Reduction Efficiency Reporting  

In-line Data Efficiency Statistics 

OneFS provides six principle reporting methods for obtaining efficiency information with in-line data reduction.  

¶ Using the óisi statistics data-reductionô CLI command 

¶ Via the óisi compressionô CLI command 
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¶ Via the óisi dedupeô CLI command and WebUI chart 

¶ From the óisi get -Oô CLI command  

¶ Configuring SmartQuotas reporting 

¶ OneFS WebUI Cluster Dashboard Storage Efficiency Summary 

1) Isi Statistics Data-reduction Command: 
 

The most comprehensive of the data reduction reporting CLI utilities is the óisi statistics data-reductionô command. For example: 

# isi statistics data - reduction  

Recent  Writes  (5  mins)    Cluster  Data  Reduction  

----------------------------------  ------------------------------------------  

Logical data   339.50G  Est.  logical  data    1.37T  

Zero - removal saved  112.00k  

Deduplication saved  432.00k  Dedupe saved    1.41G  

Compression saved   146.64G  Est. compression saved   199.82G  

Pre pr otected physical  192.87G  Est. pre protected physical  1.18T  

Protection overhead  157.26G  Est. protection overhead  401.22G  

Protected physical  350.13G  Protected physical   1.57T  

Deduplication ratio  1.00:1  Est. dedupe ratio    1.00:1  

Compression ratio   1.76:1  Est. compr ession ratio   1.17:1  

Data reduction ratio  1.76:1  Est. data reduction ratio  1.17:1  

Efficiency ratio   0.97:1  Est. storage efficiency ratio  0.87:1  

 

The órecent writesô data to the left of the output provides precise statistics for the five-minute period prior to running the command. By 

contrast, the ócluster data reductionô metrics on the right of the output are slightly less real-time but reflect the overall data and 

efficiencies across the cluster. This is designated by the óEst.ô prefix, denoting an óestimatedô value. 

The ratio data in each column is calculated from the values above it. For instance, to calculate the data reduction ratio, the ólogical dataô 

(effective) is divided by the ópreprotected physicalô (usable) value. From the output above, this would be: 

 
339.50 / 192.87 = 1.76 Or a Data Reduction ratio of 1.76:1 
 

Similarly, the óefficiency ratioô is calculated by dividing the ólogical dataô (effective) by the óprotected physicalô (raw) value. From the 

output above, this yields: 

 
339.50 / 350.13 = 0.97 Or an Efficiency ratio of 0.97:1 
 
 

2) Isi Compression Stats Command: 
 

From the OneFS CLI, the óisi compression statsô command provides the option to either view or list compression statistics. When run in 

óviewô mode, the command returns the compression ratio for both compressed and all writes, plus the percentage of incompressible 

writes, for a prior five-minute (300 seconds) interval. For example:  

 

# isi compression stats view  

stats for 300 seconds at: 2018 - 12- 14 11:30:06 (1544815806) )  

compression ratio for compressed writes:   1.28:1  

compression ratio for all writes:    1.28:1  

incompressible data percent:     76.49%  

total logical blocks:      2681232  



 

25 

Next Generation Storage Efficiency with Dell EMC PowerScale In-line Data Reduction 

© 2020 Dell Inc. or its subsidiaries. 

 

total physical blocks:      2090963  

writes for which compression was not attempted:  0.02%  

 

i If the óincompressible dataô percentage is high in a mixed cluster, 

thereôs a strong likelihood that the majority of the writes are going to a 

non -compression  pool.  

 

The óisi compression statsô CLI command also accepts the ólistô argument, which consolidates a series of recent reports into a list of the 

compression activity across the file system. For example: 

 
# isi compression stats list  

Statistic  compression  overall  incompressible  logical  physical  compression  

  ratio   ratio   %   blocks  blocks  skip %  

1544811740  3.07:1  3.07 :1  10.59%   68598   22849   1.05%  

1544812340  3.20:1  3.20:1  7.73%    4142   1293   0.00%  

1544812640  3.14:1  3.14:1  8.24%    352   112   0.00%  

1544812940  2.90:1  2.90:1  9.60%    354   122   0.00%  

1544813240  1.29:1  1.29:1  75.23%   10839207  8402380  0.00%  

 
The óisi compression statsô data is used for calculating the right-hand side estimated óCluster Data Reductionô values in the óisi statistics 

data-reductionô command described above. It also provides a count of logical and physical blocks and compression ratios, plus the 

percentage metrics for incompressible and skipped blocks.  

The value in the óstatisticô column at the left of the table represents the epoch timestamp for each sample. This epoch value can be 

converted to a human readable form using the ódateô CLI command. For example: 

# date - d 1544813240  

Fri Dec 14 11:31:34 PST 2018  

 

3) Isi Dedupe Stats Command and WebUI chart: 

 
From the OneFS CLI, the óisi dedupe statsô command provides cluster deduplication data usage and savings statistics, in both logical 
and physical terms. For example: 
 
# isi dedupe stats  

      Cluster Physical Size: 86.14T  

          Cluster Used Size: 4.44T  

  Logical Size Deduplicated: 218.81G  

             Logical Saving: 182.56G  

Estimated Size Deduplicated: 271.92G  

  Estimated Physical Saving: 226.88G  
 
In-line dedupe and post-process SmartDedupe both deliver very similar end results, just at different stages of data ingestion. Since both 
features use the same core components, the results are combined. As such, the isi dedupe stats output reflects the sum of both in-line 
dedupe and SmartDedupe efficiency. Similarly, the OneFS WebUIôs deduplication savings histogram combines the efficiency savings 
from both in-line dedupe and SmartDedupe. 
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Figure 12: Deduplication Cluster Capacity Savings WebUI Chart. 
 
 

i  The deduplication statistics do  not include zero block removal 

savings. Since zero block removal  is technically not due to data 

deduplication it is tracked separately but is included as part of the 

overall data reduction ratio.    

 
Note that while OneFS 8.2.1 tracks statistics for how often zero blocks are removed, there is no current method to determine how much 
logical space is being saved by zero block elimination. Zero block report enhancement is planned for a future OneFS release. 

 
4) Isi Get Overlay Statistics:  
 

In addition to the óisi statistics data-reduction and isi compression commands, OneFS 8.2.1 and later also sees the addition of a ó-Oô 

logical overlay flag to óisi getô CLI utility for viewing a fileôs compression details. For example:  

 
# isi  get  ïDDO file1  

*  Size:   167772160  

*  PhysicalBlocks:  10314  

*  LogicalSize:  167772160  

PROTECTION GROUPS 

lbn0:  6+2/2  

2,11,589365248:8192[COMPRESSED]#6  

0,0,0:8192[COMPRESSED]#10  

2,4,691601408:8192[COMPRESSED]#6  

0,0,0:8192[COMPRESSED]#10  

Metatree  logical  blocks:  

zero=32 shadow=0 ditto=0 prealloc=0 block=0 compressed=64000  

 

The logical overlay information is described under the óprotection groupsô output. This example shows a compressed file where the 

sixteen-block chunk is compressed down to six physical blocks (#6) and ten sparse blocks (#10). Under the óMetatree logical blocksô 

section, a breakdown of the block types and their respective quantities in the file is displayed - including a count of compressed blocks. 
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When compression has occurred, the ódfô CLI command will report a reduction in used disk space and an increase in available space. 

The óduô CLI command will also report less disk space used. 

A file that for whatever reason cannot be compressed will be reported as such: 

4,6,900382720:8192[INCOMPRESSIBLE]#1  

 

5) SmartQuotas Data Reduction Efficiency Reporting 

In OneFS 8.2.1 and later, OneFS SmartQuotas has been enhanced to report the capacity saving from in-line data reduction as a 

storage efficiency ratio. SmartQuotas reports efficiency as a ratio across the desired data set as specified in the quota path field. The 

efficiency ratio is for the full quota directory and its contents, including any overhead, and reflects the net efficiency of compression and 

deduplication. On a cluster with licensed and configured SmartQuotas, this efficiency ratio can be easily viewed from the WebUI by 

navigating to óFile System > SmartQuotas > Quotas and Usageô. 

 

 
Figure 13: OneFS WebUI SmartQuotas Quotas and Usage Status Detailing Efficiency Ratio. 

 

Similarly, the same data can be accessed from the OneFS command line via is óisi quota quotas listô CLI command. For example: 

 

# isi quota quotas list  

Type      Appli esTo  Path   Snap  Hard  Soft  Adv  Used    Efficiency  

--------------------------------------------------------- --------------------  

directory DEFAULT    /ifs   No    -      -      -     2.3247T 1.29 : 1  

--------------------------------------------------------- --------------------  

Total: 1  

 

More detail, including both the physical (raw) and logical (effective) data capacities, is also available via the óisi quota quotas view 

<path> <type>ô CLI command. For example: 

# isi quota quotas view /ifs directory  

                        Path: /ifs  

                        Type: directory  

                   Snapshots: No  

 Thresholds Include Overhead: No  

                       Usage 
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                           Files: 4245818  

         Physical(With Overhead): 1.80T  

           Logical(W/O Overhead): 2.33T  

Efficiency( Logical/Physical): 1.29 : 1  

é 

To configure SmartQuotas for in-line data efficiency reporting, create a directory quota at the top-level file system directory of interest, 

for example /ifs. Creating and configuring a directory quota is a simple procedure and can be performed from the WebUI, as follows:  

Navigate to óFile System > SmartQuotas > Quotas and Usageô and select óCreate a Quotaô. In the create pane, field, set the Quota type 

to óDirectory quotaô, add the preferred top-level path to report on, select óFile system logical sizeô for Quota Accounting, and set the 

Quota Limits to óTrack storage without specifying a storage limitô. Finally, select the óCreate Quotaô button to confirm the configuration 

and activate the new directory quota.  

 

Figure 14: OneFS WebUI SmartQuotas Directory Quota Configuration. 

The efficiency ratio is a single, current-in time efficiency metric that is calculated per quota directory and includes the sum of in-line 

compression, zero block removal, in-line dedupe and SmartDedupe. This is in contrast to a history of stats over time, as reported in the 

óisi statistics data-reductionô CLI command output, described above. As such, the efficiency ratio for the entire quota directory will reflect 

what is actually there.  

i The quota d irectory efficiency ratio, and other statistics, are not  

available via the platform API as of  OneFS 9.0 . 

 

6) OneFS WebUI Cluster Dashboard Storage Efficiency Summary 

In OneFS 8.2.1 and later, the OneFS WebUI cluster dashboard now displays a storage efficiency tile, which shows physical and logical 

space utilization histograms and reports the capacity saving from in-line data reduction as a storage efficiency ratio. This dashboard 




























