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As global organizations embark on their digital transformation, container technologies are widely being adopted
based on their ease of use, portability, cost savings and independence between applications and infrastructure.
Containers have their own file system, CPU, memory, and process space which allows organizations to build
and run scalable applications in modern, dynamic environments such as public, private, and hybrid clouds.
Containers provide a simple way for development and operations teams to increase productivity consistently,
through agile application creation, continuous development, environmental consistency across development,
application-centric management, efficient resource allocation and resource isolation.

Kubernetes is an open-source container management platform that unifies a cluster of machines into a single
pool of compute resources. OpenShift is a Platform-as-a-Service (PaaS) which is built on top of Kubernetes. It
helps to develop, deploy, and manage container-based applications. OpenShift provides a self-service platform
to create, modify and deploy applications on demand, thus enabling faster development and release life cycles.
As business-critical applications move to the OpenShift platform, organizations need to protect these
applications and application data. But, protecting an OpenShift environment is not as simple as applying a
traditional backup and DR solution to this container space.

As an innovative leader in protecting Kubernetes, Dell Technologies has evolved, innovated, and integrated
with OpenShift to address the needs of the new container infrastructure. Dell Technologies offers proper
protection for OpenShift, including the unique complexities that come with it. Dell EMC PowerProtect Data
Manager offers a centralized platform to protect OpenShift workloads. It ensures high availability and consistent
and reliable backup and restore of workloads.
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Introduction

Containers are transforming modern IT infrastructure. Containers provide an environment to run the
applications independent of infrastructure and operating system. Kubernetes is a container orchestrator for
managing containerized workloads and services, that facilitates both declarative configuration and automation.
OpenShift is an open-source container platform based on Kubernetes, which automates the development to
deployment workflow. OpenShift provides the capability to deploy the application using predefined image
builders or using the Docker images. With currently distributed container deployment, it is important to protect
the workloads. Yet, protection for cloud native workloads is a major challenge in container adoption.

PowerProtect Data Manager protects OpenShift Kubernetes workloads ensuring data is easy to backup and
restore, remains available, consistent, and durable in a Kubernetes workload or disaster recovery situation.
PowerProtect Data Manager provides a centralized management Ul where protection policies can be defined
to manage the clusters, namespaces, and other OpenShift components.

OpenShift components

Namespaces

Namespaces provide the scope (or context) for names. More specifically, namespaces provide the scope for
named resources that describes the application and how it should be deployed. Namespaces are also a way to
divide cluster resources between multiple uses.

Projects

A project is a concept added in OpenShift which manages the access to the namespace. Projects in OpenShift
therefore provide the walls between namespaces, ensuring that users, or applications, can only see and access
what they have the permission for.

Web Console

OpenShift provides a web-based user interface (Ul) to visualize, browse, and manage the contents of the
project. The web console provides an easier to use environment based on application templates.

Pods

Pods are the most basic unit in OpenShift. They consist of one or more containers guaranteed to be running
on the same host. The containers within a pod share a unique IP address. Each pod is sized for the workload
and has explicit resource reservations for that workload.

Persistent Volumes (PV) and Persistent Volume Claims (PVC)

A Persistent Volume is storage defined for the cluster, provisioned by an administrator, or dynamically
provisioned using Storage Classes (SCs). It is a resource in the cluster similar to a node. PVs are volume
plugins like Volumes but have a life cycle independent of any individual Pod that uses the PV. It captures the
details of the implementation of NFS, iSCSI, or a cloud-provider-specific storage system. A Persistent Volume
Claim (PVC) is a request for storage by a user. Similar to how Pods consume node resources, PVCs consume
PV resources.

EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1
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PowerProtect Data Manager components

Cloud Native Data Manager

The Cloud Native Data Manager (CNDM) is the in-built microservice component of PowerProtect Data Manager
which communicates with the kube-apiserver of the cluster. This component is responsible for the backup and
restore process APls.

PowerProtect Controller

PowerProtect Controller is the component which gets installed on the Kubernetes cluster when the cluster gets
discovered by PowerProtect Data Manager. The backup and restore controllers manage BackupJob Custom
Resource (CR) and RestoreJob CR definitions and are responsible for the backup and restore of Persistent
Volumes.

Velero
Velero is an open-source tool which is integrated with PowerProtect Data Manager. It is built-in and does not
require separate installation or management. The Velero component is pushed into a Kubernetes cluster by the
PowerProtect controller pod, using the Velero deployment object. It is responsible for backing up and restoring
metadata.

Containerized Proxy (cProxy)

The stateless cProxy gets installed on the Kubernetes cluster when the backup and restore process initiates
and is deleted once those processes are completed. It is responsible for managing Persistent Volume
shapshots (snap copies), mounting snapshots and moving the data to the target storage. It is also responsible
for restoring data into Persistent Volumes from target storage and making the data available for attaching to
Pods. Also, it acts as an agent plug-in orchestrator for application aware backups.

EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1
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Architecture

OpenShift is a Paa$S platform and adds several additional components on top of the standard Kubernetes meta
data components including Build, BuildConfig, ImageStream, ImageStreamTag, ImageTag, DeploymentConfig.
These additional components support Source to Image and Image to deployment workflow that takes an
existing source code repository and converts it to associated container or Docker images. When restoring
OpenShift namespaces, these components need to be protected. Red Hat released a special OpenShift plug-
in that allows these components to be protected.

i Source to Image 1 ( Integrated Docker |
(S21) Registry Namespace
4 I ™ 4 [ ™ g ™
Build a | | Deployment
Configuration DRl Configuration
4 D 4 A ' I ™
Persistent Volume || Pods A Replication
(laims Controller
'd I ™ ' [ ™ r: ™
Persistent Services 1 Routes
Volumes
[ |
D OpenShift - ] ~
Software Defined Network
D Kubernetes | (SDN)

Build Configuration

The build configuration contains a description of how to build source code and a base image into a new image,
which is the primary method for delivering changes to the application. The OpenShift platform converts source
code to container images (Docker) that are stored either in the internal image registry or an external repository
such as Docker Hub. The output of the build process is an image, which is stored in an integrated Docker
registry ready for distribution out to nodes when the application is deployed.

GitHub

Docker Image

EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1 D<A LTechnologies
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Below is an example of a BuildConfig object definition, which results in a new build every time a container

image tag or the source code changes.

kind: "BuildConfig™
apiVersion: "v1"

metadata:
name: “ruby-sample-build” o
spec:
runPolicy: “"Serial™ o
triggers:

type: "GitHub"
github:
secret: “secretiel”
- type: "Generic”
generic:
secret: "secret1@1”

type: "ImageChange”
SOUrce:
git:
uri: “https://github.com/openshift/ruby-hello-world”
strategy:
sourceStrategy:
from:
kind: “ImageStreamTag"”
name: “ruby-28-centos7:latest”
output:
to:
kind: "ImageStreamTag"
name: "origin-ruby-sample:latest”
postCommit:

script: "bundle exec rake test”

1. This specification creates a new BuildConfig named “ruby-sample-build”.

2. The runPolicy field decides if the builds created from this build configuration can be run simultaneously.
The default value is Serial, which means that new builds run sequentially, not simultaneously.

3. Alist of triggers can be specified, which causes a new build to be created.

4. The source section describes the source of the build which can be either git, Dockerfile or binary to accept

binary payloads.

5. The strategy section defines the build strategy used to run the build.
After the container image is successfully built, it is pushed into the repository described in the output section.
7. The postCommit section describes an optional build hook.

o

Image Stream

The image stream is how OpenShift tracks the image and its versions. An image stream and its associated tags
provide an abstraction for referencing container images from within the OpenShift Container Platform.

Dell EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1
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2.3 Deployment Configuration

The deployment configuration defines the template for a pod and manages deploying new images or
configuration changes. The result of a deployment is the replication controller, which then manages the pods

and keeps them running.

I

Deployment

Replica Set Replica Set

The following example describes the parameters of deploymentConfig resource.

kind: "DeploymentConfig”
apiVersion: "wi1"
metadata:
name: “frontend”
spec:
template: o
metadata:
labels:
name: "frontend”
spec:
containers:
- name: "helloworld™
image: "openshift/origin-ruby-sample”
ports:
- containerPort: 8080
protocol: "TCP"
replicas: 5
triggers:
- type: "ConfigChange” o
- type: "ImageChange”
imageChangeParams :
automatic: true
containerNames:
- "helloworld™
from:
kind: "ImageStreamTag"”
name: “origin-ruby-sample:latest”

strategy:

type: "Rolling”
paused: false 6
revisionHistoryLimit: 2 o

minReadySeconds: @

9 Dell EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1
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1. The replication controller template named “frontend” describes a simple Ruby application.
The number of replicas defined is 5 by default.

3. A configuration change trigger causes a new deployment to be created any time the replication controller
template changes.

4. Animage change trigger causes a new deployment to be created each time a new version of the origin-
ruby-sample:latest image repository is available.

5. The Rolling strategy is the default and may be omitted.

10 Dell EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1
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3 OpenShift data protection
PowerProtect Data Manager controller automatically installs the OpenShift Application Data Protection (OADP)
operator in velero-ppdm namespace/project when there is an OpenShift cluster detected during the discovery
process and the operator further deploys Velero and the required plugins.

RedHat
OpenShift -] A0 © © kube:admin v

Container Platform

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to login.

05 Administrator
Project: velero-ppdm «
Home
Installed Operators
Overview
Lroject= Understanding Operators docurn on . Or create an Operator and ClusterServiceVersion using the Operator SDK &
Search
Name = Seal by name
Explore
Events Name 1 Managed Namespaces Status Provided APls
ﬂ OADP Operator @ee o-ppdm @ Succeec B jel o
Operators 0.2.3 led by Red @ Upg
OperatorHub
Installed Operators
Workloads
VEESEIA =N R

During backups and restores, the OpenShift plug-in will be leveraged to back up the associated OpenShift
components. This process is transparent to the user in terms of policy creation and during restores.

OpenShift is supported for both Container Storage Interface (CSl) snapshots and VMware Cloud Native Storage
variants.

Note: Remove any OADP operator installed in a different namespace other than velero-ppdm to avoid any
potential custom resource definitions (CRDs) conflict.

— RedHat
— OpenShift | A0 [+] (2] kube:admin

Container Platform

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

&% Administrator
Project: All Projects =
Home
Managed
Operators Name T Namespace Namespaces Status Provided APIs
LocalStorage @@ openshift-local- @ openshift-local- ®s -
OperatorHub ’ 170 B ctoaca b1 s el
20210729231 Local V e Discovery
Installed Operators
Workloads OADP @ osc-opers S o
M Operator ‘ ) NS
Networking RadH h
Storage
. OADP @ velero-ppdm @ velero-ppdm
Builds LT Operator
Monitoring 7
0 o) &6 [d] e
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OpenShift data protection

3.1 Assets to be protected

The namespaces that are available to be protected can be seen in the OpenShift Ul under Projects.

RedHat

Vtal

25 Administrator

Projects

Create Project

Projects

Search
Name T Display Name Status

Explore

vants @ =it © Active
@ © Active
@ soiees © cte
@ ® Active
@D ube-r & Active

RedHat
OpensShift
Container Platform

® Administrator

Projects > Project Details

Home .
GD NgINX-YC @ active
Overview
ks Overview  Details YAML  Workloads  Role Bindings
Search
Explore
Details View al
Events
Name
Operators
nginx-yc
Requester
Installed Operators
Labels
Workloads
Inventory

O Deployments

1Deployment Config

0 Stateful Sets

Storage

- 1Pod
Builds 1PVC
Monitoring 1Service
Alerting 0 Routes

Metrics

0 Config Maps

Dashboards

12 Secrets
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OpenShift data protection

This white paper looks at protecting the components of namespaces including pods, deploymentconfig, and
imagestream.

[core@irv-13-2 ~]$ oc get all,pvc -n nginx-yc

NAME READY  STATUS RESTARTS  AGE
pod/nginx-1-deploy @/1 Completed 0 45d
pod/nginx-1-kcnzj 1/1 Running 0 45d

NAME DESIRED  CURRENT  READY  AGE
replicationcontroller/nginx-1 1 1 1 45d

NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE
service/nginx  ClusterIP 1 0.70.21  <none> 80/TCP 45d

NAME REVISION DESIRED  CURRENT  TRIGGERED BY
deploymentconfig.apps.openshift.io/nginx 1 1 1 config,image(nginx:latest)

NAME IMAGE REPOSITORY TAGS UPDATED
imagestream.image.openshift.io/nginx  default-route-openshift-image-registry.apps.ocpk8s.ocpdellemc. com/nginx-yc/nginx  latest 6 weeks ago

NAME 2 STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  AGE
pers1stentvolumec1aim/ng1nxJpvc-claim Bound pvc-Oelchefc-937b-426b-9¢5b-63d1abd3c7a2  2Gi RWO mangodb-sc 45d
[core@irv-13-2 ~15 ]

13 Dell EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1
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4 Configure PowerProtect Data Manager to protect OpenShift
Kubernetes workloads

This section describes the process for registering OpenShift Kubernetes clusters with PowerProtect Data
Manager and how these clusters are protected.

4.1 Asset Discovery

To discover the OpenShift Kubernetes cluster and respective namespaces:

1. Log in to PowerProtect Data Manager Ul with administrator credentials.

2. On the left pane of the PowerProtect Data Manager U, click Infrastructure.
3. Select Asset Sources, and at the top select Kubernetes.

4. Click Add.

DELLEMC ‘ PowerProtect Data Manager

f  Dashboard Asset Sources

%o |Infrastructure v —_—
Assets

Asset Sources

Storage

Add Edit Discover Delete How to add a Kubernetes Clust..

Protection Engines

~

Application Agents Name rY Address 3 Version ) Discovery .. Last Discovery

Name: Specify the name

FQDN/IP: Specify the IP address or fully qualified domain name

Port: 6443 (can be changed as per the configuration)

Host Credentials: Select the specified host credential for the cluster

Scheduled Discovery: This is optional and toggle if needed to specify automated discovery at
given time schedule

Click VERIFY to authenticate the credentials

e Once verified click Save

Add Kubernetes x

Name openshift ‘

FQDN/IP

api.ocpk8s.ocpdellemc.com ‘

Port 6443

Host Credentials oc-credential v

Schedule .) 02 w 00 w AM -
Discovery ‘

Certificate Verify

Cancel Save

14 Dell EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1 D<A LTechnologies



Configure PowerProtect Data Manager to protect OpenShift Kubernetes workloads

The OpenShift Kubernetes cluster is now available under Asset Sources.

DELLEMC ‘ PowerProtect Data Manager Q g & @ O

Asset Sources
&0 Infrastructure v _—
vCenter Kubernetes 0
Assets
Asset Sources
Add Edit Discover Delete How to add a Kubernetes Clust...
Storage
Protection Engines
Application Agents O Name ™Y Address ks Version ks Discovery Stat.. $ Last Discovery
Search Engine
M 10.235.90.72 10.235.90.72 119 OK Mar 24, 2021, 1:09:19 AM
Networks -
@ Protection N \:\ k8s-irvine-CSsl 10.235.90.102 119 OK Mar 30, 2021, 2:30:06 PM
S Recovery N [D openshift api.ocpk8s.ocpdellemec.com 117+ OK Mar 30, 2021, 2:30:06 PM ]

5. Click Assets > Kubernetes to view the namespaces.

DEALEMC ‘PowerprotectDataManager Q [f@ o 2» ® @» HB

@ Dashboard Assets

&o | Infrastructure v —_——
- Virtual Machine

Asset Sources
Back Up Now View Copies ‘ Q e
Storage

Protection Engines

Application Agents O Details Namespace rNY Network $ Y Stat.. Y Lab.. $ ¥ Age T Y Prot. § ¥ Size 3 Clu:
Search Engine
0O @ auto-namespace Available 1month 0 bytes k8s|
Networks -
@ Protection > 0 & default Available 2 months 32GB 104
~
< Recovery > 0O i) default Available 5 months 1168 opq
L Alerts . .
= 0 @ default Available 1month 11GB k8s|
&  Administration >
0O CQ dk-k8s-12 Available 5 months 21GB opqg
Jobs > -
fam) [ dk-k8s-7 Available 1 month 54GB 04y
ul  Repoarting »

Note:

1. The powerprotect and velero-ppdm namespaces are created automatically once the cluster is integrated
to PowerProtect Data Manager.

openshift-service-catalog-apiserver-operator Active
openshift-service-catalog-controller-manager-operator Active
openshift-user-workload-monitoring Active
openshift-vsphere-infra Active

postgres Active
powerprotect Active
velero-ppdm Active
|yelb Active

15 Dell EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1 D<A LTect



Configure PowerProtect Data Manager to protect OpenShift Kubernetes workloads

2. During the discovery process, when OpenShift cluster is detected in PowerProtect Data Manager, OADP
and Velero pod gets automatically installed in the velero-ppdm namespace. These pods will deploy the
required plugins such as OpenShift, vSphere and DDR plugins.

4.2 Backup Configuration

4.2.1 Create a protection policy

Backup can be scheduled as well as manually initiated. PowerProtect Data Manager Ul enables users to create
a protection policy to select the namespace that is to be protected and run the backup.

Steps to be followed are:

1. Select Protection > Protection Policies.
2. In the Protection Policies window, click Add. The Add Policy wizard appears.

DEALEMC ‘PowerProtectDataManager Q 4O & 2 0 6 B

(v  Dashboard Protection Policies

B Infrastructure )

@ | Protection v “ Edit Delete Disable Set Lockbox m Protect Now

Protection Policies

LA Complia — ;
SLA Compliance Name VY | AssetT. 2 Y | AssetC.t Y | Protect.d YV | LastRu. 3 Y | Violati. £ Y | State &5 Y | FileExclus..
Protection Rules

3. On the Type page, specify the following fields, and then click Next.
o Name—a descriptive name for the protection policy.
e Description—a description for the policy.
o Type—For the policy type, select Kubernetes.

Add Policy <
1 Type Type
2 Purpose Name the policy and select the type.

3 Assets Name nginx-openshift

4 Objectives Description

5 Summary ]

Virtual Machine

Type .
(®) Kubernetes

16 Dell EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1



Configure PowerProtect Data Manager to protect OpenShift Kubernetes workloads

4. On the Purpose page, select from the following options to indicate the purpose of the new protection policy
group, and then click Next.

e Crash Consistent—Select this type for point-in-time backup of namespaces.

o Exclusion—Select this type if there are assets within the protection policy that are to be excluded from
data protection operations.

Add Policy
1 Type v Purpose
2 Purpose Select the purpose for this policy. Name: nginx-cpenshif | Type: Kubernetes
(@ cCrash Consistent
3 Asse

Select this option to snapshot persistent volumes bound to the persistent volume claims in the
namespace and back them up to the sterage target.

5 Summary

Exclusion

Select this option to exclude assets in this group from protection activities and protection rule

assignment

cance! I Next I

5. In the Assets page, select one or more unprotected namespaces that are to be backed up as part of this
protection policy.

Add Policy
Type v Assets
2 Purpose v e the asse e protected witf licy @
3 Assets Find More Assets ‘ Q nginx-yc
[} Details Namespace ¢ Y Cluster Age
n i
W (& nginx-yc openshift 4 months

6. (Optional) For the selected namespaces, click the link in the PVCs Excluded column, if available, to clear
any PVCs that are required to be excluded from the backup. By default, all PVCs are selected for
inclusion.

17 Dell EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1 D<A L Technolo



Configure PowerProtect Data Manager to protect OpenShift Kubernetes workloads

7. Click Next. In the Objective page, primary backup storage and schedule can be added.

Add Policy
1 Type v Objectives
s Create a backup configuration
3 Assets v |
) Primary Backup
4 Objectives
5 Summary

8. Fillin the required details under Add Primary Backup section and click Save.
e Under the Target section add the backup storage details.
e Under the Schedules section add the backup schedule.
o Backup Every: Specify how often to create a synthetic full backup.
o Retain for: Specify the retention period for the backup.
o Start: Specify the time of day to start initiating backups.
o End: Specify the time of day to stop initiating backups.

Add Primary Backup

Target Schedules
Add backup
Storage Na
Storage Name ‘ irv-12-196.asl.lab.em.. v
Storage Unit B Createa SyntheticFul - | packup every | day - Save

nginx-openshift-irv-v..v

Space: || 14% of 376.9 GB
Retaner
Location

Network Interface:

ethV0-10.0 Ghit/s v

Start ‘ogvHoo-HDM-‘

Retention Lock: C’ Off

End ‘OGvHOOvHAVV‘

SLA: ‘

cancel -

18 Dell EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1 D<LL



Configure PowerProtect Data Manager to protect OpenShift Kubernetes workloads

9. Verify the provided information is correct under Summary section. If it is correct, click Finish.

Add Policy
1 Type v Summary
2 Purpose v Review selections before backing up
Name: nginx-openshif = Type: Kubernetes = Purpose: Crash Consistent = Assets: 1
Assets: 1 Asset(s)
3 Assets v
Edit

4 objectives A Objectives Edit
5 Summary .

Primary

irv-12-196.asl.lab.emc.com

View

concel

The protection policy is created successfully and triggers the backup at the scheduled time.

4.2.2  Configure the protection policy

When the protection policy is created successfully, there are options to modify the existing policy that is Edit,
Disable, Export and Protect Now.

DEALLEMC ‘ PowerProtect Data Manager

@  Dashboard Protection Policies
%o Infrastructure >

@ PrOteCt‘Om ’ “ D6|6te Set LOCkbOX Frotect Now

Protection Policies

SLA Compliance

Details Name | Y Asse. T Y Asse.. T W Prot.. $ ¥ Last. § V¥ Viol.. $ Y State § ¥
Protection Rules
File Exclusion & yelb Kubernetes 1 215 GB Cancelled 0 Enabled
~
=~ Restore i’ @ & nginx-yc Kubernetes 1 2.15 GB Success (o] Enabled

1. Edit: To edit the information or to change the schedule.
2. Disable: Backup Schedule is disabled with this option so backup would not occur.
3. Export: Downloadable file which contains the information about the asset protection.
4. Protect Now: This Option allows you to take a backup manually on an ad-hoc basis.
o Asset Selection: It has two additional options to select the assets:
o All assets defined in the protection policy
o Choose some of the assets defined in the policy: This option allows you to select namespaces
within the cluster

19 Dell EMC PowerProtect Data Manager protecting OpenShift workloads | H18715.1 D<A LTechnologies



Configure PowerProtect Data Manager to protect OpenShift Kubernetes workloads

Protect Now

1 Assets Selection Assets Selection

2 Configuration Please choose one option for ad-hoc protection

@ All assets defined in the Protection Policy
3 Summary

Choose some of the assets defined in the Protection Policy

e Configuration:
o This allows you to select type of backup. There are two options:
a. Full: Backs up the namespace metadata and persistent volumes and creates a new
full backup.
b. Synthetic full: Backs up namespace metadata, changed blocks for persistent volumes
on VMware first class disks, all data for other types of persistent volumes and creates
a new full backup.
o Keep For: Specify the retention period for the backup.
o Click Next.

Protect Now

1 Assets Selection v Configuration

2 Configuration Name: nginx-openshift = Type: Kubernetes| Assets Selected: 1| Total Size: 2.1 GB

(® Back up now

3 Summary
Select type of backup
®  Fu @

Synthetic Ful @

Keep For ‘ 3 H Days v ‘

el oo -

e Summary: Verify the information.

Protect Now
1 Assets Selection v Summary
2 Configuration v Assets Selection: 7
All assets defined in the Protection Policy Edit
3 Summary Selected Assets:
1
Configuration:
Edit
Back up now:
Backup Type: Full
Keep For: 3 Days

Cancel Back l Protect Now

e Click Protect now.
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¢ Monitor the backup job by navigating to Protection Jobs under Jobs.

DYLLEMC ‘ PowerProtect Data Manager

4 Dashboard

Infrastructure >

Restore >

&
@  Protection >
o
Q

Alerts

&%  Administration >

a 4
Protection Jobs
Jobs Jobs Jobs
O Failed Q 44 Success o 4 In Progress
Restart Export Log Cancel ‘ Q ‘
$Y | Status Y | Description LY  PolicyN.3 Y | Assets JobType $ Y | AssetTy. I
[‘ ) USJXUNZX @ Success Protecting Kubemates - ngink-yc - PROTECTION - Synthetic Full gin: Protect Kubernetes

ul _Reporting

The backup job is completed successfully and details such as taskID, storage, and PVCs are available in

backup job details.

Replication Configuration

The replication is configured with an existing protection policy or a new policy can be created. Steps to
configure replication on existing protection policy:

1. Login to PowerProtect Data Manager Ul with administrator credentials.
2. On the left pane of the PowerProtect Data Manager Ul, click Protection > Protection Policies.
3. Select the existing backup policy and click Edit.

DELLEMC ‘ PowerProtect Data Manager

{3 Dashboard

%o Infrastructure

o (Fom

Protection Policies

>

v

Protection Policies

m DEIEte Set LOCkbox Frotect Now

SLA Compliance
P Details Name | Y Asse.. T YV Asse.l Y Prot.. $ Y Last. & Y Viol.. 3 Y State & Y
Protection Rules
File Exclusion . @ yelb Kubernetes 1 215 GB Cancelled o] Enabled
] >
=/ Restore [ (e @ nginx-yc Kubernetes 1 2.15 GB Success o Enabled ]
4. Click Edit.
Edit Policy x
1 Type Summary
2 Purpose Review selections before backing up
Name: nginx-openshift | Type: Kubernetes Purpose: Crash Consistent  Assets: 1
Assets:
3 Assets ;
Asset(s)
4 objectives v
Edit
5 summary Objectives Edit
@ Primary
irv-vym-90-125.vmw.asl.lab.e
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5. Click Replicate.

Edit Policy
objectives
2 Purpose Create a backup configuration Name: nginx-openshift | Type: Kubernetes | Purpose: Crash Consistent | Assets: 1
SLA: iI= Set Policy Level SLA\NV
3 Asse

Primary Backup

4 objectives
Edit

irv-vm-90-125.vmw.asl.lab.e

Cloud Tier

Promote
5 Summary

Cancel Back m

6. Click Add to add a replication schedule.

Edit Policy
objectives
2 Purpose Create a backup configuration Name: nginx-openshift | Type: Kubernetes | Purpose: Crash Consistent| Assets: 1
SLA: == Set Policy Level SLANV
3 Assel | ‘
i i Replicate

4 objectives Primary Backup = Replicate eplicate

Edit g Remove Cloud Tier

irv-vm-90-125.vmw.asl.lab.e Promote
5 Summary

— Cloud Tier

concel Back

7. Fillin the required details under Add Replicate Backup section and click Save.
e Under the Target section add the storage details.
e Under the Schedules section add the replication schedule.
o Create a replica every: Specify how often to create a replica.
o Retain for: Specify the retention period for the replica.
o Start: Specify the time of day to start initiating replication.
o End: Specify the time of day to stop initiating replication.
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Add Replicate Backup A
Primary Backup Source Schedules -
irv-vm-90-125.vmw.asl.lab.emc.com Aad backup
Create a synthetic full backup every Day. Retain
for 3 Days. Back up between 5:30 PM and 3:30 B Create a replicate every Save
PM
Target

Retain for Days w
Storage Name: ‘ irv-12-196.asl.lab.em.. v
Start ‘OSv‘OOv‘PMv
Storage Unit: ‘ New v
End ‘O6v‘00v‘AMv
Space: | | 14% of 376.9 GB
Location:
Network Interface: ethV0-10.0 Gbit/s
Retention Lock: () Off A
caneel ﬁ
8. Review the summary and click Finish.
Edit Policy
1 Type summary
2 Purpose Objectives Edit
3 Assets |
Primary 21 Replicate
4 objectives v irv-vm-90-125.vmw.asl.lab.e irv-12-196.asl.lab.emc.com

5 Summary

View View

9. To run the replication now, select existing policies from Protection > Protection Policies.

DZLLEMC ‘ PowerProtect Data Manager

cenee - ﬁ

@  Dashboard Protection Policies

o Infrastructure >
o) -

Protection Policies

SLA Compliance

pelete Set fockbox Frofect Now

Details Name | Y Asse.. $ Y Asse.d Y prot. § Y last.. $ Y viol.. $ Y state $ Y
Protection Rules
File Exclusion & yelb Kubernetes 1 215GB Cancelled 0 Enabled
~
=~ Restore > [ (e CQ nginx-yc Kubernetes 1 215 GB Success 0 Enabled ]
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10. Click Protect Now.
» Asset Selection: Choose one option for ad hoc protection.

Protect Now

1 Assets Selection Assets Selection

Configuration Please choose one option for ad-hoc protection

[\%]

@ All assets defined in the Protection Policy
3 Summary
> summary Choose some of the assets defined in the Protection Policy

» Configuration: Select Replicate Now option and check box to select replication storage.

Protect Now

1 Assets Selection v Configuration

2 Configuration

(® Replicate now

3 Summary

Select replication stage(s)

w

Keep For Days
Replication Storage: irv-12-196.asl.lab.emc.com ‘ ‘ ‘ » v ‘

o Other properties such as Retention Lock, Storage Unit, Storage Quotas, and Network Interface are inherited from ‘

the protection policy schedule.
canee! Bk -

» Summary: Click Protect Now to start replication.

Protect Now

1 Assets Selection v Summary
2 Configuration v Assets Selection: _
All assets defined in the Protection Policy Edit
3 Summary Selected Assets:
1
Configuration:
Edit
Replicate now:
Storage: rv-12-196.asl.lab.emc.com Keep For: 3 Days

Cancel Back l Protect Now
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11. Verify the replication job is successfully completed under Jobs > Protection Jobs, click the details button

for detailed results.

&  Administration > Restart Export Log Cancel Q Sea
-
Protection Jobs JobD§ Y | Status Y Description $ Y | PolicyNa.$ ¥ | Asse.l ¥
System Jobs
[('; D78FB51B Q Succ. Manually Performing Replication - irv-12-196.asl.lab.emc.com - DAILY nginx-openshift ] -

Restore Configuration

The recovery of assets is a manual process. With PowerProtect Data Manager, users can recover the
Kubernetes namespace to the same cluster as well as alternate cluster.

1. Log in to PowerProtect Data Manager Ul with admin credentials.

2. On the left pane of the PowerProtect Data Manager Ul, click Recovery.

3. Click Assets.

4. Click Kubernetes on top and select the namespaces to be restored.

DELLEMC ‘ PowerProtect Data Manager Q O & & O 0O

 Dashboard
% Infrastructure

& Protection

o (5o

Running Sessions

L Alerts

&  Administration

0 Jobs

>

Recovery

Virtual Machine
’ ‘ O\ :7

M Details

O fa
g

Name..D ¥

yelb

nginx-yc

Net. § Y

Stat.. §

Avallable

Available

Labe. Y

Age § Y

2 weeks

3 months

Size

21GB

21GB

~
v

Cluster $

k8s-irvine-CS|

openshift

Protectio.. § Y

yelb

nginx-openshift
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5. Click Restore.

e Select Copy:
o Select the restore copy. The most recent copy will be used as default. To change from default copy,
click Change Copy.
o Click Next.

Recovery

1 Select Copy Select Copy Original Namespace: nginx-yc = Size: 21GB  Backup: Mar 29, 2021, 5:32:27 PM

Select the restore copy. The most recent copy will be used by default.

3 Purpose
Change Copy

4 Restore e
Selected Copy
5 PV(
Create Time Size Retention Consistency Excluded PVC
6 Su
' Mar 29, 2021, 5:32:27 PM 717 KB Apr 2, 2021, 5:30:00 AM Crash Consistent No

4

canee! -

o Cluster: This provides the option to select the cluster on which assets to be restored.
o Restore to Original Cluster: The Assets are restored to the source cluster from which the backup
is taken.
o Restore to Alternate Cluster: The Assets are restored on the alternate cluster. To use this option,
the desired alternate target cluster must have previously been added as an asset source to
PowerProtect Data Manager (as described in section 4.1).

Recovery
1 Select Copy v Cluster Original Namespace: nginx-yc | Size: 2.1 GB | Backup: Mar 29, 2021, 5:32:27 PM
2 Cluster
Select the cluster to which you would like to restore. The criginal is selected by default
3 Purpose
(® Restore to Original Cluster
4 Restore Type Restore the selected assets to the original cluster.

I Restore to an Alternate Cluster
. -0

Restore the selected assets to an alternate cluster.

e . -

Note: Migration and restore to another cluster is not supported when using an integrated image registry, it is
supported when using an external repository such as Docker Hub. For restore to another cluster, when using
an integrated image repository, restore the individual PVCs instead of the entire namespace.
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e Purpose: Select the option what is to be restored
o Restore Namespace and Select PVCs: This option restores the namespace and a subset of PVCs
in the namespace.
o Restore PVCs only: This Option will restore only PVCs.

Recovery
1 Select Copy g Purpose Original Namespace: nginx-yc = Size: 21GB Backup: Mar 29, 2021, 5:32:27 PM
2 Cluster v

Select what you would like to restore.

3 Purpose
(® Restore Namespace and Select PVCs i ]

4 Restore Type Restore the namespace and a subset of PVCs in
the namespace
Include cluster scoped resources [ ]
() Restore Only PVCs

Restore only selected PVCs

Cancel Back -

e Restore Type: Restore type has different options depending on the purpose of the restore.
o If purpose is to Restore namespaces and PVCs, then options are
a. Restore to Original Namespace,
b. Restore to New Namespace and
c. Restore to an Existing Namespace

Recovery
1 Select Copy v Restore Type Original Namespace: nginx-yc | Size:21GB Backup: Mar 29, 2021, 5:32:27 PM
2 Cluster v
5 Purpose Select the nhamespace to which you would like to restore. @
Restore to Original Namespace
4 Restore Type cted assets to the original namespace

v Namespace
ected assets to a nginx-yc-restore ‘

to an Existing
ace v

e the selected assets to
Cancel Back -

isting namespace.
o And if the purpose is to restore PVCs only, then the options are:
a. Restore to Original Namespace and
b. Restore to an Existing Namespace
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e PVCs: Select PVCs to be restored to the namespace.

Recovery
1 Select Copy ~ PVCs
2 Cluster v
3 Purpose ~
4 Restore Type v
5 PVCs
6 Summary

Original Namespace: nginx-yc = Size: 21GB  Backup: Mar 29, 2021, 5:32:27 PM

Select PVCs to be restored to the new namespace.

Restore Options
Change Storage Class for PVCs to compatible Storage Class o

PVCs to Restore

PVC Name A Size

nginx-pvc-claim 21GB

Cancel Back

e Summary: Verify the information and click Restore.

Recovery =
1 Select Copy ‘/ Summary Original Namespace: nginx-yc = Size: 21 GB | Backup: Mar 29, 2021, 5:32:27 PM
2 Cluster R a
3 Purpose A Namespace and Restore Selections
4 Restore Type v Original Namespace Backup to Be Restored Size
5 PVCs ~ nginx-yc Mar 29, 2021, 5:32:27 PM 21G8B
6 Summary
Cluster: Criginal Cluster - openshift Edit
Purpose: Restore Namespace and Select PVCs Edit
r l M
conee! Bk -I

5. Progress of the recovery process can be seen under Jobs > Protection Jobs.

DLEMC | PowerProtect Data Manager

@ Dashboard Protection Johs
%o Infrastructure )
Start Time: | (i All Jobs v
F Protection >
8] Restore b Jobs Jobs Completed Jabs Jobs
9] ! ,
2 Failed with Exceptions ° 11 Success 0 0 In Progress
L Aerts
&  Administration ) Restart Export Log Cancel ‘ O\ ‘
Protection Jobs JoblD § Y | Status Y | Description ¢ Y | PoicyNa. § Y | Assets Job Y
System Jobs
[ AX330TNM @ success Restore namespace to New: Restoring copy to new namespace "nginx-yc-restore” nginx-openshift 1 Restore ]
al - Reporting
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The components of the namespace that are restored can be seen by expanding the namespace which is
selected for the restoration process in the OpenShift command line interface (CLI).

[core@irv-13-2 ~]% oc get all,pvc -n nginx-yc-restore

NAME READY STATUS RESTARTS AGE
pod/nginx-1-deploy 0/1 Completed o] 45s
pod/nginx-1-dg2cr 17l Running 0 52s

NAME DESIRED CURRENT READY AGE
replicationcontroller/nginx-1 1 1 1 455

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
service/nginx ClusterIP 17 61.137 <none> 80/TCP 3m39s

NAME REVISION DESIRED CURRENT TRIGGERED BY
deploymentconfig.apps.openshift.io/nginx 1 1 1 config,image(nginx:latest)

NAME IMAGE REPOSITORY

TAGS UPDATED
imagestream.image.openshift.io/nginx default-route-openshift-image-registry.apps.ocpk8s.ocpdellemc. com/nginx-yc-r
estore/nginx latest 46 seconds ago

NAME STATUSI VOLUME CAPACITY  ACCESS MODES
STORAGECLASS AGE

persistentvolumeclaim/nginx-pvc-claim Bound pvc-ee219f17-ccc3-45a1-9039-233a0351182a  2Gi RWO
mongodb-sc 3m38s

[core@irv-13-2 ~]s I
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5 Conclusion

This paper detailed how to discover OpenShift clusters, create protection policies, and walked through the
backup and restore workflows with Dell EMC PowerProtect Data Manager. In summary, PowerProtect Data
Manager provides the capability to protect OpenShift Kubernetes workloads, by ensuring that data is easy to
back up and restore, always available, consistent, and durable in a Kubernetes workload or disaster recovery
situation.
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Technical support and resources

A Technical support and resources

Dell.com/support is focused on meeting customer needs with proven services and support.

Storage technical documents and videos provide expertise that helps to ensure customer success on Dell
Technologies storage platforms.

A1 Related resources

e OpenShift overview

o OpenShift for developers

e Understanding build configurations

e Understanding deployment configurations

e Understanding containers, images and image streams

e PowerProtect Data Manager Administrator and User guide

e Dell EMC PowerProtect Data Manager protecting VMware Tanzu Kubernetes Clusters
e Dell EMC PowerProtect Data Manager protecting Kubernetes Workloads
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http://www.dell.com/support
http://www.dell.com/storageresources
https://docs.openshift.com/container-platform/3.11/getting_started/index.html
https://assets.openshift.com/hubfs/pdfs/OpenShift_for_Developers_Red_Hat.pdf?hsLang=en-us
https://docs.openshift.com/container-platform/4.2/builds/understanding-buildconfigs.html
https://docs.openshift.com/enterprise/3.0/dev_guide/deployments.html
https://docs.openshift.com/container-platform/4.1/openshift_images/images-understand.html#:%7E:text=An%20imagestream%20and%20its%20associated,image%20in%20the%20repository%20changes
https://dl.dell.com/content/docu105936_powerprotect-data-manager-19-9-administration-and-user-guide.pdf?language=en_us
https://www.delltechnologies.com/resources/en-us/asset/white-papers/solutions/h18682-dell-emc-powerprotect-data-manager-protecting-vmware-tanzu-kubernetes-cluster-wp.pdf
https://www.delltechnologies.com/resources/en-us/asset/white-papers/products/storage/h18563-dell-emc-powerprotect-data-manager-protecting-kubernetes-workloads-wp.pdf

	1 Introduction
	1.1 OpenShift components
	1.1.1 Namespaces
	1.1.2 Projects
	1.1.3 Web Console
	1.1.4 Pods
	1.1.5 Persistent Volumes (PV) and Persistent Volume Claims (PVC)

	1.2 PowerProtect Data Manager components
	1.2.1 Cloud Native Data Manager
	1.2.2 PowerProtect Controller
	1.2.3 Velero
	1.2.4 Containerized Proxy (cProxy)


	2 Architecture
	2.1 Build Configuration
	2.2 Image Stream
	2.3 Deployment Configuration

	3 OpenShift data protection
	3.1 Assets to be protected

	4 Configure PowerProtect Data Manager to protect OpenShift Kubernetes workloads
	4.1 Asset Discovery
	4.2 Backup Configuration
	4.2.1 Create a protection policy
	4.2.2 Configure the protection policy

	4.3 Replication Configuration
	4.4 Restore Configuration

	5 Conclusion
	A Technical support and resources
	A.1 Related resources




