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Executive summary  

The Dell EMCÊ XC Series Web-Scale Hyperconverged appliance powered by NutanixÊ delivers a highly 

resilient, converged compute and storage platform that brings benefits of web-scale architecture to business-

critical enterprise applications such as Oracle®. 

The XC Series platform is hypervisor agnostic and software installs quickly for deployment of multiple 

virtualized workloads. The XC Series Nutanix platform can deliver storage through multiple protocols such as 

NFS, SMB, and iSCSI.  

This document provides guidelines for design, configuration, and optimization of Oracle single instance and 

Real Application Cluster (RAC) databases applications running on XC Series Nutanix infrastructure. The 

document also outlines the different storage presentation methods offered by Nutanix to deploy the Oracle 

database application. 
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1 Product overview 

1.1 XC Series appliances 
The XC Series is a hyperconverged solution that combines storage, compute, networking, and virtualization 

into an industry-proven x86 Dell EMC PowerEdgeÊ server running Nutanix web-scale software. By 

combining the hardware resources from each server node into a shared-everything model for simplified 

operations, improved agility, and greater flexibility, Dell EMC and Nutanix together deliver simple, cost-

effective solutions for enterprise workloads. Acropolis Distributed Storage Fabric (DSF) delivers a unified pool 

of storage from all nodes across the cluster, using techniques including striping, replication, autotiering, error 

detection, failover, and automatic recovery.  

The XC Series infrastructure is a scale-out cluster of high-performance nodes, or servers, each running a 

standard hypervisor and containing processors, memory, and local storage (consisting of SSD flash for high 

performance and high-capacity SATA disk drives). Each node runs virtual machines just like a standard 

hypervisor host as displayed in Figure 1. 

 

 Nutanix node architecture 

In addition, the Acropolis DSF virtualizes local storage from all nodes into a unified pool. Acropolis DSF uses 

local SSDs and disks from all nodes to store virtual machine data. Virtual machines running on the cluster 

write data to ADSF as if they were writing to shared storage.  

1.2 XC Series all-flash  
Flash technologies are evolving rapidly and flash-based storage is capable of delivering millions of IOPS with 

sub-millisecond latency. Also, flash prices have been decreasing, making flash a more cost-effective option 

for storage. XC Series appliances are now available in both hybrid and all-flash variants. The blazing 

performance, coupled with integrated data efficiency, resiliency and protection capabilities on all-flash variants 

makes them the preferred choice for enterprise applications such as Oracle which require higher IOPS and 

low latency. 

The solution described in this document used a 3-node XC630-10AF all-flash cluster comprising of ten 800GB 

SSDs in each node. 
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1.3 XC Series Acropolis architecture 
Nutanix software provides a hyperconverged platform that uses Acropolis Distributed Storage Fabric (DSF) to 

share and present local storage to all the virtual machines in the cluster. The general XC Series Nutanix 

architecture is shown in Figure 2. 

 

 Nutanix architecture  

Acropolis DSF virtualizes the storage across all nodes and presents the same to the hypervisor as one large 

pool of shared storage. The DSF replicates writes synchronously to at least one remote XC Nutanix node to 

ensure cluster resiliency and availability. Local storage for each XC Nutanix node in the architecture is 

presented as one large pool of shared storage to hypervisor. 

Each node runs an industry-standard hypervisor ð VMware® ESXi®, Microsoft® Hyper-V®, or Acropolis 

Hypervisor (AHV) ð and the Nutanix Controller VM (CVM). The Nutanix CVM runs the Nutanix software and 

serves I/O operations for the hypervisor and all VMs running on that host. Each CVM connects directly to the 

local storage controller and its associated disks thereby reducing the storage I/O latency. The data locality 

feature ensures virtual machine I/Os are always served by the local CVM on the same hypervisor node, 

improving the VM I/O performance regardless of where it runs.  
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1.4 XC Series Acropolis Block Services  
A feature called Acropolis Block Services (ABS) was released with Acropolis OS 4.7 (AOS). It allows DFS 

resources to be exposed directly to a virtualized guest OS or physical hosts using the iSCSI protocol. This 

capability enables support for several use cases such as shared storage for Oracle RAC and other 

applications that require shared storage. 

The XC Series Nutanix storage configuration for ABS is handled through a construct called a volume group 

(VG). A VG is a collection of volumes commonly known as virtual disks (vdisks). ABS presents these vdisks to 

virtual machines and physical servers using iSCSI protocol. Multiple hosts can share the vdisks associated 

with a VG as shown in Figure 3. This is very helpful for shared storage use cases such as Oracle RAC or 

Windows server clustering. 

 

 XC Nutanix Acropolis Block Services architecture 
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2 Solution infrastructure 
The configuration and solution components are described in this section. 

2.1 Physical system configuration 

2.1.1 Oracle single instance database configuration 
Oracle single-instance database applications can be deployed on virtual machines and can be scaled easily 

by adding additional virtualized database instances.  

The physical configuration for this environment starts with the basic, three-node XC Series cluster shown in 

Figure 4. Single-instance databases can be deployed on VMs on each host of the cluster as shown in the 

figure. This architecture enables linear scaling of capacity and performance as you increase number of nodes. 

 

 Oracle single-instance configuration 
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As shown in Figure 4, the local storage controller on each host ensures that storage performance as well as 

storage capacity increases when additional nodes are added to the XC Series. Each CVM is directly 

connected to the local storage controller and its associated disks. By using local storage controllers on each 

ESXi host, access to data through Acropolis DSF is localized. It does not require data to be transferred over 

the network, thereby improving latency.  

Oracle Automatic Storage Management (ASM) is highly recommended for database-related files. The vdisk 

presented to each VM is mapped as an Oracle ASM disk and ASM disk groups are carved out using the ASM 

disks. The ASM disk groups are also shown in Figure 4. 
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2.1.2 Oracle RAC database configuration 
Oracle RAC allows running multiple database instances on multiple servers in the cluster against a single 

database. The database spans multiple servers but appears as a single unified database to end-user 

applications. This architecture helps provide the highest availability and reliability to the Oracle database 

applications.  

The architecture in Figure 5 is similar to the previous configuration, but the three VMs on each host are 

grouped together to form an Oracle RAC. 

 

 Oracle RAC configuration 
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2.1.3 Oracle RAC database configuration using ABS  
The XC Series Nutanix ABS feature enables DSF storage resources to be presented directly to VMs and 

physical servers using iSCSI. This configuration is similar to the previous configuration, but the database files 

are presented to the VMs using iSCSI. A volume group consisting of multiple vdisks is created to store 

database-related files and the vdisks are presented to VMs using iSCSI as shown in Figure 6. 

 

 Oracle RAC configuration using ABS 
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2.2 XC Series storage and cluster configuration 
Each XC430 Series node used in this configuration is comprised of the following hardware components: 

¶ Ten 800GB SATA SSDs 

¶ Two 16-core Intel® Xeon® E5-2630 v3 2.40GHz processors 

¶ Twelve 16GB DDR-4 QR 2133MHz RAM modules (192GB total) 

The minimum number of XC Series nodes in a cluster is three. When clustered together, the storage across 

three nodes is virtualized together to create a single storage pool, and one or more containers can be created 

on top of the storage pool. The storage container is presented to all nodes as shared storage within the 

cluster.  

The cluster attempts to keep virtual machines and their associated storage on the same cluster node for 

performance consistency. However, each cluster node is connected to, and communicates with, the other 

nodes on a 10Gb network. This communication allows virtual machines and their associated storage to reside 

on different cluster nodes.  

2.3 Network configuration 
Figure 7 shows the ideal network topology used for this solution. Two Dell EMC Networking S4810 switches 

are stacked together to provide high availability. It is recommended to use at least two top-of-rack switches for 

redundancy. Redundancy across the two switches is provided using the LAG, or stack, connection. 

 

 Network configuration 
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3 Sizing hypervisor configuration guidelines 

3.1 Oracle database VM configuration 

3.1.1 Processor and memory 
Sizing the vCPUs and memory of the virtual machines appropriately requires understanding the Oracle 

workload. Avoid overcommitting processor and memory resources on the physical node. Use as few vCPUs 

as possible because performance might be adversely impacted when using excess vCPUs due to the 

scheduling constraints. 

Hyperthreading is a hardware technology on Intel processors that enables a physical processor core to act 

like two processors. In general, there is a performance advantage to enabling hyperthreading on the newer 

Intel processors.  

Each VMware vSphere® physical node also runs a Nutanix CVM. Therefore, consider the resources required 

for the CVMs. Only one CVM would be running on a physical node, and it does not move to another physical 

node when a failure event occurs.  

While it is possible to support multiple Oracle database VMs on a same physical node, for performance 

reasons, it is better to spread them out on multiple nodes and minimize the number of database instances 

running on the same node. In the case of Oracle RAC, the RAC-instance VMs should run on different physical 

nodes. VM-host affinity or anti-affinity rules can be set up for database VMs to define where they can run 

within the cluster.  

3.1.2 XC Series storage container and VMware storage virtualization 
On XC Series storage, it is typical to have a single storage container comprised of all SSDs and HDDs in the 

cluster so that it can maximize the storage capacity and manage the auto-tiering more efficiently. The single 

container is mounted on the ESX hosts through NFS as a datastore. Multiple virtual disks are created from 

the same datastore and presented to the guest OS as SCSI disks that can be used by Oracle ASM.  

Nutanix ABS allows storage to be presented directly into a non-VM physical host or virtualized guest OS 

through iSCSI, bypassing the VMware storage virtualization layer. Additional consideration and extra 

configuration steps are required for both Nutanix and the guest OS.  

For virtual machines on VMware, it is recommended to present storage as virtual disks with VMware storage 

virtualization because it offers a good balance between flexibility, performance, and ease of use. 

Find more information on ABS at the Nutanix portal.  

3.1.3 VM storage controller and virtual disks 
Typically, an Oracle database spans across multiple LUNs to increase performance by allowing parallel I/O 

streams. In a virtualized environment, multiple virtual disks are used instead. Nutanix recommends to have at 

least four to six database virtual disks and add more disks, depending on the capacity requirements, to 

achieve better performance.  

http://go.nutanix.com/rs/031-GVQ-112/images/acropolis-block-services.pdf
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It is best practice to create multiple controllers and separate guest OS virtual disk from database virtual disks.   

The guest OS virtual disk should be on the primary controller. Additional controllers are created to separate 

the virtual disks for data and log files.  

Table 1 shows an example configuration of controllers and virtual disks for an Oracle database VM. 

 Virtual adapter and vdisk configuration for Oracle database VM 

Controller Adapter type Usage Virtual disk 

Controller 0 LSI Logic Parallel Guest OS 1 x 100GB 

Controller 1 Paravirtual Data files, redo logs 4 x 200GB 

Controller 2 Paravirtual Archived logs 2 x 200GB 

 

Use the default adapter type LSI Logic Parallel for SCSI controller 0.  

Choose Paravirtual SCSI (PVSCSI) adapter type for controllers where virtual disks are used for data files, 

redo logs, and archived logs. The PVSCSI adapter allows greater I/O throughput and lower CPU utilization. 

VMware recommends using this for virtual machines with demanding I/O workloads.  

3.1.3.1 Shared access for virtual disks 
By default, VMware does not allow multiple virtual machines to access the same virtual disks. In an Oracle 

RAC implementation where multiple database VMs need to access the same set of virtual disks, the default 

protection must be disabled by setting the multi-writer option. The option can be found in the virtual machine 

setting in the vSphere web client. It can be set when new virtual disks are created or when the virtual machine 

is powered down. 
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3.1.3.2 Queue depth and outstanding disk requests 
Splitting virtual disks across multiple controllers increases the limits of outstanding I/Os which a virtual 

machine supports. For a demanding I/O workload environment, the default queue depth values might not be 

sufficient. The default PVSCSI queue depth is 64 per virtual disk and 254 per virtual controller. To increase 

these settings, refer to the VMware KB article 2053145. 

For vSphere versions prior to 5.5, the maximum number of outstanding disk requests for virtual machines 

sharing a datastore/LUN is limited by the Disk.SchedNumReqOutstanding parameter. Beginning with 

vSphere version 5.5, this parameter is deprecated and is set per LUN. Review and increase the setting if 

necessary. Refer to the VMWare KB article 1268 for details. 

3.1.3.3 Enabling virtual disk UUID 
It is important to correctly identify the virtual disks inside the guest OS before performing any disk-related 

operations such as formatting or partitioning the disks. WWN is commonly used as the unique identifier to 

identify disks that support it. For the guest OS to properly see this information of the virtual disks, the 

EnableUUID parameter must be set to TRUE in the virtual machine configuration. The steps to set this 

parameter can be found in appendix A. 

3.1.4 VM networking 
A minimum of two 10GbE interfaces are recommended for each ESXi host. The actual number required 

depends on how many vSwitches and the total network bandwidth requirement. Each host should connect to 

dual redundant switches for network path redundancy as described in section 2.3. Table 2 shows number of 

vSwitches and their target usage. 

 vSwitches and target use 

vSwitch 
Physical 
adapters 

Speed Network Usage 

vSwitchNutanix NA Intra CVM and 
ESXi host 

svm-iscsi-pg 
vmk-svm-iscsi-pg 

Primary storage 
communication path 

vSwitch0 vmnic0 
vmnic1 

10GB Management network, 
VM network 

Management traffic, VM 
public traffic, inter-node 
communication 

vSwitch1 vmnic2 
vmnic3 

10GB VM network: Oracle Private Oracle RAC 
interconnect 

vSwitch2 vmnic4 
vmnic5 

10GB VM network: iSCSI Dedicated iSCSI traffic to 
VMs 

 

  

https://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&docType=kc&externalId=2053145&sliceId=1&docTypeID=DT_KB_1_1&dialogID=282868720&stateId=1%200%20282876645
https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1268

































