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Abstract

This white paper details Dell APEX AlOps Infrastructure Observability,
the cloud-based AlOps proactive monitoring and predictive analytics
application for Dell systems. It describes how it uses machine learning
and other algorithms, notifications, and recommendations to help you
optimize compute, storage, hypercoverged infrastructure, data
protection, and network health, performance, and capacity.

D&ALTechnologies




Copyright

The information in this publication is provided as is. Dell Inc. makes no representations or warranties of any kind with respect
to the information in this publication, and specifically disclaims implied warranties of merchantability or fitness for a particular
purpose.

Use, copying, and distribution of any software described in this publication requires an applicable software license.
Copyright © 2016-2024 Dell Inc. or its subsidiaries. All Rights Reserved. Published in the USA September 2024 H15691.10.

Dell Inc. believes the information in this document is accurate as of its publication date. The information is subject to change
without notice.

2 Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment



Contents

Contents
EXECULIVE SUMIMAIY ..ottt et e e e e e e e e e e e e e e e et it e e e e e e e e e e aat e e e e aaeeeesataa e eaeeaes 5
APEX AlOps Infrastructure Observability OVEIVIEW ........ooooiiiiiiiiii e 11
[ (0T AT <IN o= 1o [PPSR 21
[0 ] 1L {01 ST PPPPPPPPPPPPP 29
=T =T PP 60
(@ 0111 14T PSSP 66
LT o L0 T PSSP P PP 67
Y DB SECUITTY sttt 75
STOrAgE SYSTEIM UETAIS ...ttt 86
2T FoYod Qo] o] T=Tox fo F=] = UL -SSP 103
FIle ODJECT AOLAIIS ... e e e e e e e e e e e s 108
Storage Group Details (POWerMax/VMAX SYSTEMIS) ....uuuuuuuuiuiiiiiiiiiiiiiieiiiiiiineinennnnnnnnnnnnnnnnnnnee 112
PowerStore applianCe detailS........ooovvviiiiiiiiiiii 114
NOAE DELAIIS ...ceiiiieiiieieeieee e 117
(O 1001 = o [=] = U1 K= PP PUOPPR PSP 119
HOST AOLAIIS ...ttt e et e e e e e e e e e e e e a e 120
Connectrix and POWErSWItCh eLAIIS .........uuuiiiiiiiiiiiiiiiiiiiie i eeeeeene 122
Hyperconverged infrastructure systems detailS.........cccccvvviiiiiiiiiiiiiii 137
YT VA= a0 = = T PSSR 142
Data proteCtion detailS......ooo oo 151
Converged SYStemMS AeLailS .. ... 162
YN e TR0 1] = U] £ PSRPPPPPRRPIN 170
L0101y (0] 1 ¢ N 1=V 1 ST OPPPP PP 173

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment



4

Contents

Infrastructure Observability adminiStration ..., 177
Y ToY oTHT=Tr=T o o1 F o= 1101 o ISP 196
Appendix A: Enabling Infrastructure Observability at the system ...........cccciiiiiii s 198
Appendix B: APEX AlOps Infrastructure Observability SECUTItY .......cceeviieiiiiiiiiiiiiiee e 205
Appendix C: Data collection frequencies and SAmMPIES .......cooieeeiiiiiiiiiiie e 207
AppendiX D: RepOrt BrOWSEN MELIICS ...iiii it e e e e e e e e e e e et a e e e e e e aaaeaees 209

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment



Executive summary

Executive summary

Overview

Audience

With our busy daily lives, it is important to find easier and faster ways to manage IT
infrastructure. With APEX AlOps Infrastructure Observability, Dell Technologies seeks to
simplify the user experience when it comes to proactively monitoring and providing helpful
insights about their Dell environment.

Infrastructure Observability provides a single web-based for monitoring and analyzing
Dell's broad portfolio of infrastructure systems which, according to user surveys, yields
significant outcomes:

e 2xto 10x faster time to resolution of issues?
¢ One workday saved per week on average?

This white paper describes the Infrastructure Observability features that are available in a
consolidated user interface through any HTML5 browser. Users can also access
Infrastructure Observability on their iOS or Android mobile device.

As a Software-as-a-Service solution, Infrastructure Observability delivers frequent,
dynamic, nondisruptive content updates for the user. Infrastructure Observability is built in
a secure multitenant platform to ensure that each customer tenant is properly isolated and
secure from other customers.

This white paper is intended for Dell Technologies customers, partners, and employees
who are interested in understanding Infrastructure Observability features and how to
monitor the following Dell systems:

e APEX Block Storage for Public Cloud

e APEX Cloud Platform for Microsoft Azure

e APEX Cloud Platform for Red Hat OpenShift
e APEX File Storage for Public Cloud

e APEX Hybrid Cloud Services

e APEX Private Cloud Services

e Connectrix

e PowerEdge

o PowerFlex

e PowerMax (including VMAX)

e PowerProtect Data Manager

e PowerProtect DD series appliances (including DDVE)

e PowerScale (including Isilon)

1 Based on an APEX AlOps Observability User Survey, conducted by Dell Technologies, May-June
2021
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Revisions

PowerStore

PowerSwitch

PowerVault

SC Series

Unity XT family (including Dell Unity and Unity XT)

VxBlock
e VxRall
o XtremlO
Part number/ o
Date o — Description
December 2016 — Initial release
August 2017 — Updated with additional functionality
June 2019 — Updated with support for PowerMax/VMAX, SC Series,
XtremlO, Connectrix, and VMware
June 2020 H15691 Updated with support for PowerStore, PowerScale, Isilon,
PowerVault, and Converged Systems
November 2020 H15691.1 ¢ Updated to reference support.dell.com and
cloudig.dell.com
e Updated with details on enabling Dell Trusted
Advisors and Partners
e Updated with Lifecycle Management for Converged
Systems
May 2021 H15691.2 e Updated with support for PowerProtect DD and
PowerProtect Data Manager
e Updated with support for VxRalil
e Updated with support for custom tags and custom
reports
July 2021 H15691.3 ¢ Updated with support for APEX Offerings
e Updated with Cybersecurity
January 2022 H15691.4 ¢ Updated with support for PowerFlex, PowerEdge, and
PowerSwitch
e Updated with support for Webhooks
January 2022 H15691.5 Updated template

Dell APEX AlOps Infrastructure Observability: A Detailed Review
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Date

Part number/
revision

Description

July 2022

H15691.6

Updated with REST API

Updated with Virtualization View

Updated with VxRail multisystem update

Updated with support for Secure Connect Gateway

Updated with Cybersecurity support for PowerEdge and
templates

Updated with support for PowerProtect DD performance
Updated with support for PowerSwitch performance
Deprecated Hosts from Inventory tab

Deprecated Metrics Browser

Updated with Report Browser metrics per device type
Updated with Connectrix Optics support

Converted Advanced role to DevOps

January 2023

H15691.7

New navigation menu and consolidated multisystem
views

Dell Security Advisories in cybersecurity

Component level tagging

VMware support under Virtualization

PowerStore appliance, volume group, and volume details
PowerScale node and quota details

Powered off VMs in Reclaimable Storage

Performance Impacts for PowerScale

Subscribed and physical capacity views for APEX Data
Storage Services

Performance forecasting for Unity
Updated Connectivity View

PowerProtect DD capacity forecasting and custom
reports

PowerProtect DD and PowerProtect DM system updates

VxRail modified Inventory View and additional
performance metrics

July 2023

H15691.8

Updated:

e Terminology table (Observability Collector and
SupportAssist definitions)

e Connectrix and PowerSwitch details (Introduction
section)

e Administration (Collectors section)

Dell APEX AlOps Infrastructure Observability: A Detailed Review
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Date

Part number/
revision

Description

October 2023

H15691.9

Port performance metrics for PowerSwitch

Performance forecasting for Dell Unity XT and
PowerEdge

Anomaly charts in custom reporting

Support for PowerFlex hosts and alerts

PowerEdge maintenance and firmware update actions
PowerEdge Dell Security Advisories

Home Page customization

Single sign-on for AlOps Infrastructure Observability
Carbon footprint analysis

Service Requests

VxBlock health score for storage

Licenses and entitlements

September 2024

H15691.10

Rebrand to APEX AlOps Infrastructure Observability

Add support for APEX Block Storage for Public Cloud,
APEX File Storage for Public Cloud, APEX Hybrid Cloud
Services, and APEX Private Cloud Services, APEX Cloud
Platform for Microsoft Azure, and APEX Cloud Platform
for Red Hat OpenShift

Removed references to APEX Data Storage Services
Knowledge Base Articles

Cybersecurity support for PowerProtect DD
Ransomware Incidents

Webhooks for Cybersecurity

VxBlock Cl Code Compare

Server Compliance Reports

Job scheduling for PowerEdge firmware updates
Updated available metrics in Report Browser

PowerVault supports Data Protection category in health
score

More file system details for PowerStore

Support for PowerSwitch systems running SONIC
More support in mobile app

Carbon Footprint support for PowerScale systems
Updated custom report wizard

Remove references to Secure Remote Services
Pools status added on PowerFlex Capacity page
Support for SSO Groups

Support for Dell XC Appliances

We value your Dell Technologies and the authors of this document welcome your feedback on this
feedback document. Contact the Dell Technologies team by email.
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Contributors: Susan Sharpe, Frederic Meunier, David Hayward

Note: For links to other documentation for this topic, see the Data Storage Essentials Info Hub.

The following table provides definitions for some of the terms that are used in this

document.

Table 1. Terminology

Term

Definition

Observability Collector

A small virtual machine distributed as a vApp that enables
collection of VMware, Connectrix, and PowerSwitch. The
Collector retrieves information from the target objects (vCenter
or switches) and sends the collected data back to
Infrastructure Observability using Secure Connect Gateway.
For VMware, the Collector communicates to vCenter using the
VMware API and requires a user with read-only privileges. For
Connectrix and PowerSwitch devices, the Collector
communicates to the individual switches using REST API and
uses a nonprivileged user. A single collector can be used for
both VMware, Connectrix, and PowerSwitch.

SupportAssist

Remote connectivity technology that enables SC Series,
PowerStore, PowerFlex, and PowerVault systems to connect
to Infrastructure Observability and send associated data
packets for performance, capacity, and health monitoring.
SupportAssist allows Dell to securely transfer files, such as
alerts, performance stats, capacity, and configuration
information from the systems.

Secure Connect Gateway

Remote connectivity technology replacing Secure Remote
Services and SupportAssist Enterprise. It allows Dell devices
to securely transfer files such as logs and system telemetry to
Dell Support and Infrastructure Observability. It can exist as a
centralized stand-alone server or deployed within management
platforms as Embedded Service Enabler.

OpenManage Enterprise

Management console for PowerEdge servers. The CloudlQ
Plugin and Embedded Service Enabler are required to collect
and sent telemetry back to Infrastructure Observability.

Unisphere

The graphical management interface that is built into Dell
storage systems for configuring, provisioning, and managing
the systems’ features. For Unity XT family, and
PowerMax/VMAX systems, Unisphere connects to
Infrastructure Observability using Secure Connect Gateway;
for SC Series, it connects using SupportAssist.

PowerVault Manager

The graphical management interface for PowerVault storage
systems. Connectivity to Infrastructure Observability is
established in the Settings section of PowerVault Manager
using SupportAssist.

PowerStore Manager

The graphical management interface for PowerStore storage
systems. Connectivity to Infrastructure Observability is
established in the Settings section of PowerStore Manager
using Embedded Service Enabler or external Support Connect
Gateway.

Dell APEX AlOps Infrastructure Observability: A Detailed Review
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Term

Definition

Web Ul

The graphical management interface for XtremIO storage
arrays. Web Ul is part of XMS — XtremlO Management Server,
which connects to Infrastructure Observability using Secure
Connect Gateway.

DD System Manager

The graphical management interface for PowerProtect DD
systems. Connectivity to Infrastructure Observability is
established in the Maintenance section of DD System Manager
using Secure Connect Gateway.

VxRail Manager

A plug-in for VMware vCenter that enables users to manage
VxRail clusters including life-cycle management and the
hardware platform. Connectivity to Secure Connect Gateway
and Infrastructure Observability is established under the
Support tab in VxRail Manager.

Dell APEX AlOps Infrastructure Observability: A Detailed Review
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APEX AIOps Infrastructure Observability overview

Introduction

Key values of
Infrastructure
Observability

APEX AlOps Infrastructure Observability is a cloud-based AlOps application that provides
for simple and proactive monitoring and troubleshooting of your Dell IT infrastructure
including integration with VMwatre. It leverages machine learning to proactively monitor
and measure the overall health of servers, storage, converged, hyperconverged, data
protection, and network devices through intelligent, comprehensive, and predictive
analytics. Infrastructure Observability is available at no additional charge for products with
a valid ProSupport (or higher) contract. Observability is hosted on Dell Technologies
Private Cloud, which is highly available, fault-tolerant, and guarantees a 4-hour Disaster
Recovery SLO.

Observability provides each customer an independent, secure portal and ensures that
customers will only be able to see their own environment. Each user can only see those
systems in Observability which are part of that user’s site access as defined in Dell
Service Center. Customers register their systems with their Site ID. For SC Series and
PowerVault systems, a new site ID is created, named after the system ID, for each
system selected to be viewed in Observability.

The discussion below elaborates on the various features and functionality in Observability.
Some details will vary by product type. For specific details about the product type and the
latest features, consult Online Help, which is updated with each new feature added into
Infrastructure Observability.

Reduce Risk — Infrastructure Observability makes daily IT administration tasks easier by
helping you identify potential vulnerabilities before they impact your environment.
Leveraging a suite of advanced analytics, Observability helps answer key questions IT
Administrators deal with regularly using features such as: Proactive Health Scores,
Performance Impact Analysis and Anomaly Detection, and Workload Contention
Identification. It also identifies cybersecurity configuration risks, applicable Dell Security
Advisories, and potential ransomware incidents.

Plan Ahead — Infrastructure Observability helps you stay ahead of business needs with
short-term Capacity Full Prediction, Capacity Anomaly Detection, and longer-term
Capacity Forecasting. Performance forecasting shows trends for key performance metrics
and provides indications when resources will become saturated. SAN optical failure
forecasting helps users plan ahead to replace failing components and avoid performance
degradation and outages. Energy consumption and carbon footprint calculations let users
meet their organization’s sustainability goals.

Improve Productivity — Infrastructure Observability helps users improve the productivity
of your IT resources, staffing, and equipment by:

e Providing a single monitoring interface for Dell infrastructure for data centers and
edge locations including VMware visibility, and extending to Dell data protection
systems in public clouds

e Sending notifications for health issue changes, job status changes, cybersecurity
misconfigurations, and ransomware incidents

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment
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e Supporting customizable reports that can be scheduled and shared
e Enabling Dell and Dell partner Trusted Advisor access for added oversight
e Delivering immediate time-to-value with easy, web-based access and a mobile app

e Integrating with existing IT tools and processes with Webhooks and REST API

Infrastructure Infrastructure Observability is available to all customers with the following Dell
Observability Technologies systems under a ProSupport or higher contract:
requirements

Type of data Product models Minimum code version

APEX Block Storage for Public Cloud AWS systems N/A
Cloud Platform for Microsoft Azure

Cloud Platform for Red Hat OpenShift

File Storage for Public Cloud AWS systems
Hybrid Cloud Services systems

Private Cloud Services systems

Connectrix B-Series Connectrix Brocade FOS 8.2.1a and later
Connectrix MDS Connectrix Cisco NX-OS 8.2(2) and later,
Series except for NX-OS v8.3(1)
Converged Vblock 340, 350, 540, 740 VxBlock Central 2.5 and
Infrastructure later

VxBlock 340, 350, 540, 740, 1000

X ’ ' ' ‘ VMware 6.5 and later

PowerEdge C Series, FC Series sleds and chassis, R Series, T Series, OpenManage Enterprise 3.7

XE Series, XR and XR2 Series, FX Modular chassis, MX and later?: 3

Modular sleds and chassis, M Modular compute sleds and
chassis, VRTX Series sleds and chassis, XC appliances

PowerFlex PowerFlex software and Ready-Nodes V 3.6.x and later PowerFlex

PowerFlex Rack and PowerFlex Appliance Manager 3.7 and later

PowerMax/VMAX VMAX 10K, 20K, 40K, 100K, 200K, 400K, 250F, 450F, 850F, | Unisphere 9.0.2.10 and
950F later

PowerMax 2000, 8000, 2500, 8500

PowerProtect Data - PowerProtect Data Manager
Manager 19.0 and later

PowerProtect DD DD9910, DD9900, DD9410, DD9400, DD6900, DD3300, DDOS 7.4.0.5 and later®
series DD9800, DD9500, DD9300, bDD6800, DD6300, DD7200,

DD4500, DD4200, Data Domain Virtual Edition (DDVE)

2 OpenManage Enterprise 3.9 or higher required for Cybersecurity support and modular chassis
support.

3 OpenManage Enterprise 3.10 or higher with CloudIQ Plugin 1.2 or higher required for
maintenance and firmware update operations.

4 Cybersecurity requirements: For host-based Unisphere, v9.2.1 or higher is required. For
embedded Unisphere, v9.2.1 or higher and operating system 5978.711.711 or higher are required.

5 DDOS v7.6 or higher is required for performance metrics.

12 Dell APEX AlOps Infrastructure Observability: A Detailed Review
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Type of data

Product models

Minimum code version

PowerScale/lsilon

Gen 5, Gen 6, and Gen 6.5

OneFS 8.2 and later®

PowerStore PowerStore T and PowerStore Q PowerStoreOS 1.0 and
later’
PowerSwitch N3248TE-ON, S3048-ON, S4048T, S4112F-ON, S4112T- 0S10 v10.5.3 and later8®
ON, S4128F-ON, S4128T-ON, S4148F-ON, S4148T-ON,
S4148U, S5296F-ON, S5248F-ON, S5232F-ON, S5224F-
ON S5212F-ON, S5448F-ON, 29100, Z9264F-ON, Z9332F-
ON, Z9432F-ON, Z9664F-ON, E3224F-ON
PowerSwitch N3248PXE-ON, N3248X-ON, N3248TE-ON, E3248P-ON, Enterprise SONIC 4.1.x and
E3248PXE-ON, S5248F-ON, S5296F-ON, S5448F-ON, later
S5232F-ON, S5224F-ON, S5212F-ON, Z9664F-ON,
Z9264F-ON, Z9332F-ON, Z9432F-ON
PowerVault PowerVault ME4 Firmware GT280R004 and
PowerVault MES later for ME4
All versions of ME5
SC Series SC All Flash and SC Hybrid 7.3.1 and later

Unity XT family

XT, All Flash, Hybrid, and UnityVSA — Professional Edition

Dell Unity OE 4.1 and later

VMware - ESXi 5.5 and higher (some
metrics available at 6.0+)
VxRail - 7.0 and later
XtremlO X1 and X2 XMS 6.2.0 and later
Infrastructure Details on configuring Dell infrastructure, Connectrix, and VMware for Infrastructure

Observability
data collection

Observability can be found in Appendix A: Enabling Infrastructure Observability at the
system. After the Dell systems or Connectrix switches have established a connection to
Observability, data will be collected and available to the user in the Observability user
interface. Dell systems are connected through Secure Connect Gateway or
SupportAssist. Observability receives Connectrix, VMware, and PowerSwitch data
through a local Observability Collector that sends the data through Secure Connect
Gateway to Observability.

The frequency with which data is updated in Observability varies based on the type of
information and the type of system. The following table shows the types of data and the
frequency with which Observability updates this information for Unity XT family systems;
collection for other systems is comparable:

Type of data Sample update frequency

6 PowerScale 9.4.0.0 or later required for performance impact detection. Monitoring PowerScale
backend switches is not supported.

7 Cybersecurity requirements: PowerStoreOS 2.0 or higher.
8 0S10 v10.5.3.2 or later required for error, utilization, and CPU utilization metrics.

9 0S10 v10.5.4 or later is required for memory utilization metrics.

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment
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Infrastructure
Observability
features

Type of data Sample update frequency
Alerts 5 minutes

Performance 5 minutes

Capacityl0 1 hour

Configuration? 1 hour

Data Collection! Daily

Observability maintains up to 2 years of historical data for systems that are
being monitored. The details of the data retention are as follows:

Alerts: 2 years

Configuration: 2 years at hourly intervals

5 min interval Hourly interval Daily interval
System level 100 days 2 years 2 years
Object level 22 days 90 days 2 years

Infrastructure Observability makes it faster and easier to analyze and identify issues
accurately and intelligently, by delivering:

e Centralized monitoring of performance, capacity, system components,
configuration, data protection, and carbon footprint. Observability also provides
details about components of Dell storage systems, IP and SAN switches, servers,
converged and hyperconverged systems, and data protection appliances — as well
as VMware environments.

e Predictive analytics that enable intelligent planning and optimization of capacity and
performance utilization.

e Proactive Health Scores for monitored storage systems, servers, hyperconverged
systems, data protection appliances, and network devices. Observability identifies
potential issues in the infrastructure and offers practical recommendations based
on best practices and risk management.

e Cybersecurity feature that monitors and implements security assessments for Dell
systems by comparing configurations to a set of security-related evaluation criteria,
notifying users of security misconfigurations. ldentification of applicable Dell
Security Advisories and associated Common Vulnerability and Exposures (CVES).
Cybersecurity ransomware incidents detect potential ransomware attacks by
learning the expected behavior of reducible data and identifying unexpected
anomalies.

10 Cconnectrix, VMware, and PowerStore collect at 5-minute intervals.

11 Daily “all-in” collection.

14 Dell APEX AlOps Infrastructure Observability: A Detailed Review
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e Multisystem update feature is implemented for VxRail and PowerEdge, allowing
users to perform update pre-checks, code downloads, and system updates from
Observability.

Centralized monitoring

Infrastructure Observability allows you to improve your system health by providing instant
insight into your Dell IT environment without the maintenance of installed software. The
Home Page summarizes key aspects of the environment so that users can quickly see
what needs to be addressed and provides hyperlinks to easily open more detailed views.
Some examples of these summaries include Proactive Health Scores, Capacity
Predictions, Performance Anomaly and Impact Detection, and Reclaimable Storage.
These features and others are discussed in detail below.

Predictive analytics

Infrastructure Observability advanced predictive analytics differentiate it from other
monitoring and reporting tools.

Performance anomaly and impact detection

Using machine learning and analytics, Infrastructure Observability identifies performance
anomalies (supported across all storage platforms, networking devices, and PowerEdge
servers). It compares current performance metrics with historical values to determine
when the current values deviate outside of normal ranges. This feature provides timely
information about the risk level of the storage systems with insights into conditions and
anomalies affecting performance.

Besides detecting performance anomalies, Observability goes one step further and
identifies performance impacts (supported for PowerMax or VMAX, PowerStore, VxRalil,
Unity XT family, PowerScale, and PowerFlex systems). Observability analyzes increases
in latency against other metrics such as IOPS and bandwidth to determine if an increase
in latency is caused by a change in workload characteristics or competing resources. In
the case where an impact is identified, Observability also identifies the most likely storage
objects causing the workload contention. By differentiating between changes in workloads
characteristics and workload contention, Observability enables users to narrow the focus
of troubleshooting on when actual impacts to performance may have occurred.

Capacity trending and predictions

Infrastructure Observability provides historical trending and both short- and longer-term
future predictions to provide intelligent insight on how capacity is being used, and what
future needs may arise.

e Short-term Capacity Full Prediction: Observability uses a daily analysis of capacity
usage to help users avoid short-term data unavailability events by starting to
predict, within a quarter, when capacity is expected to reach full.

e Capacity Anomaly Detection: Observability uses an hourly analysis of capacity
usage to identify a sudden surge of capacity utilization that could result in data
unavailability. This anomaly detection helps to avoid the 2:00am phone call
resulting from a sudden capacity utilization spike due to a potentially runaway query
or rogue actor in the environment.

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment
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e Longer-term Capacity Forecasting: Observability helps users more intelligently
project capacity utilization so that they can plan future capacity requirements and
budget accordingly.

Proactive Health Score

The Proactive Health Score is another key differentiator for Infrastructure Observability,
relative to other monitoring and reporting tools. Observability proactively monitors the
critical areas of each system to quickly identify potential issues and provide recommended
remediation solutions. The Health Score is a number ranging from 100 to 0, with 100
being a perfect Health Score.

The Health Score is based on the five categories shown in the following table. Some
examples of how Proactive Health mitigates risk are:

Category Sample Health Issues
E Components Physical components with issues: for example, faulty cables
P and fans
E] Configuration Non-HA host connections
- . Pools or clusters that are oversubscribed and reaching full
(== Capacity .
capacity
m Performance Storage groups not meeting their SLO
Data . s .
. Native replication and snapshot schedules are not being met
Protection

Cybersecurity

Cybersecurity is a set of features in Infrastructure Observability that identifies potential
security violations. System configurations are continuously monitored and compared to a
user-configurable evaluation plan at which point a risk level is assigned to each system.
Users can quickly get a visual representation of system security risks by seeing the
identified misconfigurations and can address security violations using the recommended
remediations. Dell Security Advisories and associated Common Vulnerabilities and
Exposures (CVES) are reported against any applicable systems. This provides users with
a notification of the vulnerability and an in-context link to the associated knowledge base
article for remediation. Cybersecurity ransomware incidents identify potential ransomware
attacks in near real-time. By learning the expected behavior of reducible data,
Observability can identify anomalies in this behavior that provide indications of possible
encryption attacks.

Multisystem updates

The multisystem update feature pertains to VxRail clusters and PowerEdge servers.
Users can initiate VxRail cluster update pre-checks, software downloads, and system
updates from the Infrastructure Observability Ul. Users can also initiate PowerEdge
firmware updates across their server fleet. This feature provides more operational
efficiency while maintaining security and consistency.

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment
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This section discusses the layout of the user interface.

Navigation pane

The left navigation bar is designed to provide clear visibility into Infrastructure
Observability functionality to streamline access to information. The top-level menu
selections are task-oriented, directing the user to the appropriate section of the user
interface to access the necessary information.

ﬂ.

Home

Monitor £
Manage v
Optimize e
Reports v

Cybersecurity v

Lifecycle v

Admin v

The navigation bar consists of the following selections:

Home — Access the home page that provides high-level summary information and some
detailed information about various key aspects of the environment, allowing users to
quickly identify potential risks. This information includes the Proactive Health Score,
predictions on when pools and clusters will reach full capacity and system performance
impacts.

Monitor - View the multisystem pages for Storage, Networking, Converged,
Hyperconverged, Server, and Data Protection. A drop-down menu allows the user to
switch between Health, Inventory, Capacity, and Performance.

Health — Shows the proactive health scores across the environment.

Inventory — Shows the system code version, location, site, and contract status. This
category is where VxBlock converged system information is displayed.

Capacity — Includes the usable, used, and free capacity metrics. For switches,
capacity is displayed in terms of ports.

Performance — Shows system level performance KPIs for all systems and switches.

Note: Items in gray indicate that the selected product type or category is not applicable.

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment
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The Virtualization View provides users a more traditional VMware tree-style navigation
similar to what administrators are familiar with in vCenter. The Virtualization view supports
VxRail, storage, and PowerEdge based virtual machines.

The Carbon Footprint page provides insights on energy and carbon emissions at the
system and workload level. This includes reporting on both year to date and forecast
metrics.

The Service Requests page provides a status of open service requests applicable to the
systems monitored by Observability.

There are also views to see aggregated lists of all pools, health issues, and alerts.

Manage — View available system updates for storage, networking HCI, and data
protection. Perform VxRail update pre-checks, software downloads, cluster updates, and
PowerEdge firmware updates.

Optimize — Access the Reclaimable Storage listing and relevant knowledge base articles
for systems.

Reports — Create and view custom reports. Reports can consist of both tables and line
charts. They can be exported on demand or scheduled and emailed to a specified list of
recipients.

Cybersecurity — View security risk levels, active and resolved security issues, and
configure security evaluation policies for cybersecurity-enabled systems. View applicable
security advisories. Configure and view cybersecurity ransomware incidents for supported
platforms.

Lifecycle — View service contracts and life-cycle milestones for the components in
VxBlock Converged Systems. This view includes timelines that display the following
milestone dates: General Availability, End of Life, End of Support, End of Renewal, End of
Service Life. Perform Cl code comparisons to identify gaps between running software and
firmware versions and target code levels.

Admin — Includes links to various administrative tasks.

The Identity Management section allows Observability administrators to set access
controls for standard Observability users and initiate the single sign-on process federating
Observability with the customer’s Identity Provider.

The Settings menu is used to configure access for User Community and Customer
Support and email notification settings. The Settings section also allows users to set filters
on which systems they want to see in both the Observability user interface and the mobile

app.

The Customization section allows users to temporarily pause connectivity health checks
for hosts connected to Unity XT family and SC Series systems and capacity health checks
for Unity XT file systems. The Integrations section provides access to Webhooks and
REST API settings.

The Integrations page allows users with the DevOps role to configure Webhooks and
obtain an authorization key to access the Observability REST API.
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The Licenses page shows system license and entitlement details including entitlement
type and expiration date for PowerFlex systems, PowerScale virtual edition, and APEX
Navigator.

The Connectivity page shows the connectivity status of all Observability capable systems
and allows users to onboard SC Series, PowerVault, and VxBlock Converged systems.

The Collectors section is where users can download the Observability Collector for
VMware, Connectrix, and PowerSwitch and see the status of all installed Collectors.

The Jobs page shows the status of VxRail and PowerEdge tasks initiated from
Observability.

The HCI Settings page allows users to enable access controls and enter credentials to
vCenter for system updates.

The Tags page allows users to manage tags to assign custom meta data to systems and
components.

Global Search

The Global Search feature helps users quickly find Systems, Hosts, Pools, Storage
Resource Pools, Storage Groups, LUNs/Volumes, File Systems, Virtual Machines, and
MTrees/Storage Units. Users can specify a few keywords and get a summarized list of top
matches. From there, users can click an item to access its details or go to an expanded
view with all matches.

Q

AlOps Assistant

Access and chat with the GenAl-powered virtual assistant to answer questions about
product support. At the time of this publication, the AlOps assistant is in tech preview and
available through entitlement.

Q ¢« O 8 & 8

AlOps Assistant

Feedback and Dell Support

Selecting the comment icon allows the user to submit feedback to the Infrastructure
Observability product team or open the Dell Support website.
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Q « B = & &

Feedback
Dell Support
Jobs
The Jobs icon opens a window showing recent jobs and status and a link to the Jobs
page.
* = g.. [=]
Q &« L 2 @® A
Recent Jobs (10)

@ Execute success ( 1 system)
@ Execute success ( 1 system)
@ Execute success ( 1 system)
@ Execute success ( 1 system)
© Execute running ( 1 system)
© Execute running ( 1 system)
€ Execute failed ( 1 system)
€ Execute failed ( 1 system)
Execute (1 system )

Execute (1 system )

View Jobs

Help and What’s New in APEX AlOps Observability

Infrastructure Observability is updated frequently to deliver helpful new content to users.
Use the Observability Simulator (https://cloudig.dell.com/simulator) to view the latest
features which may not be documented in this paper.

New features can be seen by clicking the icon on the top menu bar.
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Home page

Home page

»
Q « L 2 @ &
Help with Home
Help

. ]
What's New

The “What’s New in APEX AlOps Observability” window will appear showing recent
changes and enhancements. Clicking View All Enhancements displays a historical list of
all the updates. The most recent information is presented first, and users can scroll down
the list to see the monthly evolution of Observability since its introduction. This display can
be turned off by sliding the Don’t show again until the next update button.

Selecting the user icon allows the user to switch companies if they have access to
multiple sites and sign out of the UlI.

The Home page provides a consolidated view of the Dell environment. This page is the
highest-level summary of the environment providing users with a roll-up of the key factors
to understand the overall health and operation of the IT infrastructure. The tiles on the
home page can be reorganized to each user’s preference using the Edit Dashboard
button. Users can also select Reset to Default to revert to the default home page layout.

There are three tiles along the top of the Home page (minimized in image of the Home
page below, but shown in a following image).
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APEX AlOps Observability

Capacity -40

GO TO SYSTEM HEALTH

& Capacity Approaching Full

09 imminen « 3rl Swihinaweek 30 wihinamonth 4 withina quaner

This pool is at risk of running out of

space within 5 hours
Wl Performance Impacts
Latamey (Lazt 22
e Syatem
m Performs J

& Optics Eailure

& Home Connectivity to APEX AIOps Observability Contract Expiration
& Monitor v o2 203 3 26
Lest Connection Connected Expired Within a Month

B Manage ~
{% Optimize v
B Reports v

4 System Health I Devi
@ Cybersecurity
O v v {40} @

Poon FaR o

£ Admin v

he storage pool Test_Dev_Pool’ is full and eversubseribe

Collectors

EDIT DASHEOARD

0 TO CYBERSECURITY

& Entitlement Expiration

o1l 1 1

Expired Within 30 days Within 90 days

GO TO ENTITLEMENTS AND SYSTEM LICENSES

£3 System Alerts

o57 6 54

Critiea Error Warning

60TO ALERTS

B Reclaimable Storage

0 TO RECLAIMABLE STORAGE

3 Systems Needing Updates

0 35 91

Urgent Recommended

Connectivity to APEX AlOps Observability — Shows the connectivity status for all
systems registered in Observability and the Observability Collector. Systems are

displayed in the following four categories:

e Install Base Issues: Observability cannot display due to Install Base configuration

issues.

e Lost Connection: Systems that have lost connection and are no longer sending

data to Observability.

o Not Set Up: Systems that are not set up to send data through Secure Connect

Gateway to Observability.

e Connected: Systems that are successfully sending data to Observability.

Selecting each category redirects the user to the Connectivity Page and displays a filtered
list of systems and collectors corresponding to that connectivity status.

Contract Expiration — Shows the number of systems with contracts that are:

e Expired
e Expire within a month

e Expire within a quarter
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The user can select the number to open a window with the list of systems that meets the
expiration criteria. Systems whose contracts have expired will be removed from other
standard Observability views.

Collectors — Displays the number of Observability Collectors that have:
e Issues that need to be resolved
e Available Updates

The user can select the number in each category to view a filtered list of collectors from
the Collectors view.

Q2 203 @3 26 1

Lost Connection Connected Expired Within a Month Updates Available

Connectivity to APEX AlOps Observability Contract Expiration Collectors e

System Health — Categorizes all monitored products into three ranges of health scores:
e Poor:0-70
o Fair: 71-94
e Good: 95-100

¢ Unknown: List of systems whose health score cannot be calculated. This situation
could indicate a connection issue.

A Sys‘[em Health All Devices (177) >
POOR FAIR GOOD
10 of 38

System Name Health Score

Test_Dev 60 Top Health Issue
UnityV'SA | FCNCHO972C32F3 | Storage System .

Capacity -40

APEX-Block-Boston &0

APEX Block Storage Services | 6CC0643 | Storage

System

The storage pool Test_Dev_Pool1' is full and
oversubscribed.

Account Management &0

GO TO SYSTEM HEALTH
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Selecting a range’s number along the top of the tile displays the system names and health
scores for that range, sorted from low to high. The chart is interactive allowing the user to
select a system in the list to display its Top Health Issue in the right pane. This window
displays the most impactful issue affecting the health score. Selecting the system name
hyperlink directs the user to the Health Score tab of the systems details page. There is
also a filter that allows the user to filter this tile on the following product types:

e Storage Systems

e Networking Systems

e HCI Systems

e Data Protection Systems
e Servers

Capacity Approaching Full — Leverages predictive analytics to identify the storage
pools, clusters, file systems, appliances, and subscriptions running out of space. The
chart is interactive allowing the user to select each object to display a trend line and
forecasting chart of the used capacity. The estimated time range until each entity will be
full is shown as:

e Imminent (predicted to run out of space within 24 hrs.)
o Full

e Within a week

¢  Within a month

e Within a quarter

Al v

T
L

Capacity Approaching Full

I

0 7 Imminent 2 Full 4 Within a week 23 Within a month 3 Within a quarter

Name Date 1o Fu

Disaster Recovery_Pool2 Within 5 hours
UNITY 400 | FCNCHO0972C32F2 | Posl . . ) .
This pool is at risk of running out

Account Management_PoolA Within 19 hours of space within 5 hours .
MES012 | CIQAPUT | Poo

Camera Within 6 hours

NR Prnl? F21 Within 5§ hoors ™

There is a drop-down menu that allows the user to filter the tile based on object type:
Appliances, File Systems, Pools, Clusters, or Subscriptions.

The Imminent risk category is supported for APEX Hybrid Cloud Services, APEX Private
Cloud Services, Unity XT family, PowerVault, PowerMax/VMAX, PowerStore,
PowerScale, and VxRail systems.
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Selecting the object name hyperlink directs the user to the Capacity tab on the object
details page.

Performance Impacts — Supported for APEX Hybrid Cloud Services, APEX Private
Cloud Services, PowerMax/VMAX, PowerStore, PowerFlex, PowerScale, and Unity XT
family systems. Utilizes Observability analytics to identify when there are performance
impacts on a system due to a possible workload contention. It will also identify the
existence of performance anomalies where the current system workload is outside of
expected boundaries based on historical workloads. The chart is interactive allowing the
user to select an impacted system and see the latency of that system over the last 24
hours in the right pane. Both performance impacts and performance anomalies are
highlighted in the chart. Selecting the system name hyperlink directs the user to the
Performance tab of the system details page where the user can see more detailed
performance information for the system.

[n Performance Impacts

Latency (Last 24 hours)

N

2F4 | Storage System

T
T
~N

Finance 1 "M Anbadom,

Optics Approaching Failure — Uses predictive analytics to provide a list of Connectrix
ports with impending optic failures. The measured and predicted Tx power is analyzed
and charted along with the working and failure zones. The estimated time to failure is
categorized in each of the following timeframes:

e Failed
e Within a week
e Within a month

e Within a quarter
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&= Optics Approaching Failure

0 3 Failed 1 Within a week 2 Within a month 5 Within a quarter

Name Date to Fail

Mar 22 Apr'z2 May ‘22 Jun'z2
Port fc1/11 - Production East Jun 2, 2022 1000 pw
Connectrix MDS-9396 | CONNECTRIX-JPG134000DK | SAN System

Port fc/3/35 - Production SAN Extension Jun 2, 2022
Connectrix ED-DCX6-4B | CONMECTRIX-EAF300MO007T | SAN System 500 pW

0w

Working Zone Failure Zone  — Current Tx Power Min Tx Power Req = Forecast Tx Power Confidence Rangs

System Alerts — Summarizes the alerts sent to Observability over the last 24 hours
across the Critical, Error, and Warning severity levels. Clicking a number opens a list of
alerts in the Alerts window filtered by the selected severity level. Clicking the GO TO
ALERTS link navigates the user to a filtered list of alerts, across all severity levels, from
the last 24 hours.

P System Alerts Last 24 hours

05/ 4 49

Critical Error Warning

GO TO ALERTS

Cybersecurity Risks — Summarizes the active cybersecurity risks in the environment and
notifies the user of ransomware incidents. The overall environment has an assigned risk
level. A breakdown of the number of systems per risk level is provided as well as total
issues and issues identified in the last 24 hours. Links to the System Risk page and the
Cybersecurity Issues page are available.

@ Cybersecurity Risks 107 systems

Potential Ransomware Incident - Suspicious data encryption...

@ |High 5 107 1ssues
Medium 3

High Low . 28 Last 24 hours
GO TO CYBERSECURITY

Entitlement Expiration — This tile summarizes the licenses and entitlements that are
expired, will expire within 30 days, and will expire within 90 days. This content supports

26 Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment



Home page

PowerFlex systems, PowerScale Virtual Edition systems, and systems deployed with
DELL APEX Navigator for Multicloud Storage. Clicking any of the categories directs the
user to the Entitlements and Licenses page and displays the entitlements in the selected
category.

i Entitlement Expiration

D 1 1

Expired Within 30 days Within 90 days

GO TO ENTITLEMENTS AND SYSTEM LICENSES

Reclaimable Storage — This tile summarizes PowerStore, PowerMax/VMAX, Unity XT
family, SC Series, and PowerVault ME systems that have reclaimable storage. Each
system with reclaimable storage shows the total amount of used, reclaimable (of used),
and free storage. Reclaimable storage includes block and file-based virtual machines that
have been shut down for at least the past week. Selecting the system name hyperlink
directs the user to the Capacity tab on the system details page.

& Reclaimable Storage

I,

Product Design 2.027TB (7%)
ME4084 | CONJBC1 | POWERVAULT

7

Finance 300.0 GB (0.4%)

Poweriax 2000 | Finance | VMAX

Multiple B Used 31.1 TB (46.3%) (2.94%)
- #% Reclaimable (of used)300.0 GB (0.4%)
Free 36.1 TB (53.7%)
GO TO RE

Systems Needing Updates — This tile identifies systems that have either Urgent or
Recommended system code, firmware, or management software updates available. It
shows the system and the type of update. Selecting the “GO TO UPDATES” link opens
the System Updates page. This page shows all available code, firmware, and software
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updates across all systems and includes links to download the updates. Selecting the
system name hyperlink directs the user to the Inventory tab on the system details page.

B Systems Needing Updates

0 35 91

Urgent Recommended

Systermn Name Update

Disaster Recovery
Unity 400 | FCNCHOS72C32F2 | Storage System

Production West
Connectrix MDS-9718 | JPG194001DK | Networking Systemn

SYSMGMT-ML-LABS-103
owerEdge R640 | A4THEBDZ | Server

SYSMGMT-ML-LABS-103 -

GO TO UPDATES

Service Requests

The Service Requests tile provides a summary of escalated, awaiting action, and active
service requests. Links allow users to go directly to the system details page in
Observability or review and update the service request on the Dell support page.
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Infrastructure -
Health

Monitor

FJ Service Requests

Escalated Awaiting Action Active
Systemn Mame Service Request
Dell Mart - Mega Market Boston, MA 11098076
VxRail ES60 | 23HBYK20000000 | HCI SYSTEM

Data unavailable / Data loss

HR Data Center 11098073

silon Cluster | ELMISLFAGEFAS6 | Storage System

Upgrade request

Market Research 11098071 *

G0 TO SERVICE REQUESTS

The Infrastructure page is a consolidated multisystem view that can show Health,
Inventory, Capacity, and Performance views for each of the supported Dell platforms. The
Health page displays the Proactive Health Score for all systems across all products in a
consolidated view. There are up to six available platforms to choose: Converged, Data
Protection, HCI, Networking, Servers, and Storage. Users can quickly identify the systems
at highest risk, including the number of issues in each category that make up the health
score.

Infrastructure Observability uses up to five categories to determine the Proactive Health
Score presented on the Infrastructure Health page: Components, Configuration, Capacity,
Performance, and Data Protection.

Note:

e PowerMax and VMAX systems do not include health issues in the Components or Data
Protection categories. Observability displays a dash (—) for these categories.

e PowerVault systems do not include the Performance or Data Protection categories.
Observability displays a dash (—) for these categories.

¢ VxRail systems, APEX Hybrid Cloud Services, and APEX Private Cloud Services do not
include the Data Protection category.

e Connectrix, PowerSwitch, and PowerEdge use only the Components category.
e Converged provides the health score for the storage in the VxBlock system.
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Infrastructure
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Each system has a health score displayed in the circle (ranging from 100 to 0) which is
calculated as 100 minus the issue with the greatest impact. Each of the five categories
has either a green check mark, a negative number, or a dash. The green check indicates
no issues are present for that category. A negative number represents the deduction for
the most impactful issue in the category. A dash indicates that the category is not
supported for that system type. This approach is intended to help users focus on the most
significant issue for the system, so that they can resolve the issue to improve the health
score.

The Health Score range is as follows:
e Good =95-100 (Green)
o Fair = 71-94 (Yellow)
e Poor =0-70 (Red)

The Health Score is displayed in the color that corresponds to the range. Blue coloring
with a dash instead of a number indicates a system that has recently been added to
Observability and does not yet have a calculated health score. Gray coloring with a
number indicates a connectivity issue which leads to an uncertain health score. In this
case, the user should check the system connectivity.
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The Card view, shown previously for both Storage and Networking, is the default view for
this page. Users can choose the List view by selecting the List View Icon ( =) in the
upper right of the window. The list view is shown on the next page for Storage. This view
may be more useful for larger environments because it allows for a more condensed view
of the information and the ability to sort columns. Users can view and edit custom tags
from either the Card view or the List view. Custom tags are covered in detail in the
Custom Tags section.

Users can also export the data from many of the views in Observability to a CSV file by
selecting the Export CSV icon in the upper right of the view. Exporting the data from any
of the multisystem views exports the data from the Health, Inventory, Capacity, and
Performance pages.

Users can filter the systems in both the Card View and List View by selecting the Filter
icon and entering in various criteria. The available criteria vary based on the view, but
examples include System Name, Product Type, Heath Score, Custom Tag, Site Name,
and Location. The filter settings stay in effect until the user clears the filter or logs out of
the UI.

Each view provides the following information:
e Score — Proactive Health Score for system

e Name — User-defined name of system

Model — Specific model of system
e Serial number — Unique serial number or identifier for the system
Selecting an individual system from either the card view or list view navigates the user to

the system details page. These pages are discussed for each system type later in this
paper.
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Infrastructure

P9P00000000 |

POOOO®®®E

Infrastructure - The Inventory page is the multisystem view showing the configuration information for all

Inventory systems in the environment. There can be up to six types of platforms from which to
choose: Converged, Data Protection, HCI, Networking, Servers, and Storage. The
information displayed on the Systems pages includes:

e Version (vCenter Version for Converged) — Version of installed software

e Last Contact Time — The last time that Infrastructure Observability received data
from the system

e Managed by (Converged only) — Type of AMP managing the Converged System
e Location — Location where the system is installed
e Site — Site ID with which the system is associated

e Contract Expiration (Warranty Expiration for PowerEdge) — Expiration date for the
service contract. Contract expiration is not supported for PowerFlex, PowerVault,
SC Series, or PowerProtect DM.

For systems that support the identification of system updates, there will also be an
indication when a code update is available. Hovering over the information icon (ll) opens
a window showing the update version. Clicking the “Learn More” link from within the
window opens a dialog with summary information and links to the Release Notes and the
software download. The following shows an example of the Storage page.
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The following example of the Networking page shows similar attributes to those displayed
in the Storage page.

APEX AlOps ( ervability Q ¢ O 8 T &

Infrastructure s systems with expied contracts

@ Production Powerswitch .. © oduction PowerSwitch ... ©
$52960N | BZRDKOD

0 Production SAN Extension © @ Stretch Cluster Extension € @ Pr

@ Prod

083(2)

&) SRDF LINK [ Dev SAN
@O s O | @D ED

19.0.0a 8.4(1) 8.3(2)

P

The following is an example of the CONVERGED page. The user can edit the system
name in the card to provide a more user-identifiable name and differentiate it when
multiple systems are being monitored. Users can also use the Customize button to display
different attributes in the card view.
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The following example of the HCI page displays the inventory of VxRail systems, APEX
Hybrid Cloud Services, and APEX Private Cloud Services.

APEX AIOps Observability “or e
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The following shows an example of the SERVERS page. There is a top banner
summarizing the total number of servers by Health Score, Power State, and Contracts
Expiring. This banner is provided for compute because of the potential for a large number
of servers in Observability.
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The following example of the Data Protection tab shows both PowerProtect DD systems
and PowerProtect Data Manager instances monitored by Observability.
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The Infrastructure Capacity view displays the system level storage capacity for
traditional storage systems, APEX Hybrid Cloud Services, APEX Private Cloud Services,
VxRail hyperconverged systems, and PowerProtect DD systems. For Connectrix and
PowerSwitch, it displays port capacity.

The information for traditional storage systems includes:

e Usable — Total disk capacity, which is the sum of Used and Free space. For
PowerMax 2500 and 8500 models, this represents the effective usable capacity.

e Used — Disk capacity that is allocated to an object, such as a LUN, Volume, or file
system

¢ Free — Disk capacity provisioned to a storage pool but not yet allocated to an
object, such as a LUN, Volume, or file system
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e Provisioned — Total capacity visible to hosts attached to this system

e Overall Efficiency — System-level storage efficiency ratio, based on the following
combined savings ratios:

= Thin — Ratio of thin provisioned objects on the system (Unity XT family,
PowerStore, SC Series, VMAX/PowerMax, PowerVault ME4)

= Snapshots — Ratio of snapshots on the system (Unity XT family, PowerStore,
SC Series, VMAX/PowerMax, PowerVault ME4)

= Thin and Copy — Ratio of thin provisioned objects (XtremlO volumes,
including snapshots)

= Data Reduction — Ratio of data that has data reduction applied, using
compression or deduplication. (Not supported for PowerVault ME4)

= Deduplication — Ratio gained by savings from deduplication
(PowerScale/Isilon only)

APEX AlOps

Infrastructure

[ e~ [ v - |
@ Test ‘ ) Y @ :.:‘r‘ B ; o ) ) @ count r,",w.':kv“r nt © @ g ‘»u‘ ': J': e R 53
| . | | ‘ | X
n s ”u'l;D
o o 0@ © 0@ © 0 @ sovbe ©

Note: For Unity XT family systems running version 4.3 and higher and SC Series running version
7.3 and higher, Data Reduction includes Compression or Deduplication.

For switches, the user can filter the view to show All ports, FC ports, or Ethernet ports. For
each selection, the displayed information includes:

e Total Ports — Total number of ports (All ports, FC ports, or Ethernet ports
depending on previous selection)

e Online — Number of ports in an online state
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e Offline — Number of ports in an offline state

e Faulty — Number of ports with one or more faults
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For VxRail systems, APEX Hybrid Cloud Services, and APEX Private Cloud Services,
Observability displays Usable and a breakdown of Used and Free capacity.

7} Home
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@ Reports

@ Cybersecurity
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Admin

APEX AlOps Observability
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The Data Protection view summarizes the capacity for DD systems. Total storage is
broken down to Used and Available. Savings due to Reduction and Compression is also
provided for each system.

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment

257



38

Monitor

Infrastructure -
Performance

APEX AlOps Observability a « & &
Infrastructure
[ oo |
7 systams = B
@ vmbackup2g %3 @) dd-lab-01 [ ) hatestcfipe S O ddlab02 53
009400 | TF3.318010005 DD9B00] APMODIT271207: 0D5300 AP DD VE | ELMDDVIZ34TRW
| S1527B (671 1 aToG 5 1 5978 1 1
5378 (32 @ 46,678 36 sie  114TBEIT
764578 : 76 sazs s
- st [ 58061 §  sees ™
Total L2k Total R 5. Tot: Total Reduct 8
581 E 2 :

fror) ddlab0s 53

03500 | ELMDDVZASETRW AW
J v T7ATR (1 . ] us= 77178 2o .
sage  T4BTRELT s TMGTE(ELT sisie 509 12
1 wieTe : s 48478
Admin
& Savings T8 Savings T8 Savings
Total Raduct 88 Total L Tote 9%8%
. 24x . a4 . 36k

Qe e O D@ e ©

The Infrastructure Performance view displays system-level performance metrics across
all systems.

The information displayed for storage systems includes:

e |OPS — Average /O requests per second over the last 24-hour period.

¢ Bandwidth — System bandwidth showing average host bytes per second over the
last 24-hour period.

e Utilization (Card View Only) — Average percent of time the Storage Processors
(Unity XT family) or Controllers (SC and XtremlO) are busy over the last 24-hour
period.

e Latency — The average time required for a packet to travel from the host to the
object over the last 24-hour period. For PowerMax and VMAX, displays the
response time for read and write I/O requests for the system.

e Clients (Card View Only) — Number of clients connected to the PowerScale
cluster.

Performance Trend graph — Chart showing IOPS over the past 24 hours with a data
point on every update (varies slightly per product type).
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The System Performance information displayed for switches includes:

System Bandwidth — Average bandwidth for the switch over the last 24-hour

period.1?

Utilization >= 80% — Number of ports with utilization greater than or equal to 80%*

Congested — (Connectrix only) Number of ports with congestion

Errors — Number of ports with errors?

Link Reset — (Connectrix only) Number of ports with link resets

12 powerSwitch 0S10 v10.5.3.2 or later required
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Note: The 24-hour bandwidth chart is displayed for Connectrix only.

VxRail, APEX Hybrid Cloud Services, and APEX Private Cloud Services display a 24-hour
chart of CPU utilization and the 24-hour average for CPU and Memory Utilization.
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PowerEdge servers show the following performance metrics:
e CPU Usage - Percentage of CPU consumed by the server

e Memory Usage — Percentage of RAM the server uses based on what is allocated

e System Board IO
e SYS Usage
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e Inlet Temp — Temperature reading in Celsius
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PowerProtect DD systems show the 24-hour averages for the following metrics:
e Pre-compressed Write throughput
e Pre-compressed Read throughput
e CPU Usage
e Incoming Pre-compressed Replication
e Write Streams
APEX AlOps Observability Q ¢« O 8 & &
o Infrastructure
o v
o © 0 @hetesteripo o ©
239 7M o ‘: 221 8M e C 603 v
B O DQUEE e O IO
2 o 21 3M e 213M e

The Virtualization view allows users to view VMware related information in a hierarchical
navigation model similar to vCenter. It is supported for VxRail clusters and storage-based
VMs collected from the Observability Collector.

The left side of the screen shows the vCenter servers, the VMware datacenters, and the
VxRail clusters or ESXi clusters. The upper right side provides a banner with a summary
of clusters in each health category, a summary of alerts by severity, and a summary of
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VM status. ESXi clusters show up with a health score of Unknown. The Alerts summary is
only applicable to VxRail Clusters. The summary is based on the selected object in the left
tree. For example, if the All vCenter Servers row is selected, the banner shows all the
clusters, alerts, and VMs in the environment. If an individual vCenter is selected, the
banner summarizes only those clusters, alerts, and VMs in that vCenter.

The bottom-right side has three tabs: Summary, Alerts, and VMs. The Summary tab
provides the health score (VxRail and PowerEdge), CPU, Memory, Capacity, number of
VMs on each cluster, current version, location (VxRail), and a link to launch vCenter. The
details icon opens a window with more details for the cluster and health issue details for
VxRalil clusters.

APEX AlOps OL vability Q «

Virtualization

- -
vienss [Tl =

6600060 GE

¥R EQR

The Alert tab lists the associated alert information including the description and
timestamp. The Details icon opens the alert details window which includes the
recommended action.
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APEX AIOps Observat o . s o a

Virtualization

o o o o 1

The VMs tab lists the virtual machines with their state, CPU and Memory metrics,
associated cluster, cluster type, vCenter, and ESXi server. The Details icon opens the VM
details window which shows more specific capacity, CPU, and Memory metrics. For
storage-based VMs, the storage path is provided showing datastore, type, storage object,
and storage system.

APEX AlOps srvability o« g8 @ &

Virtualization

:

® & & & & & & 0 & 0 0 0 0 0
5

Carbon Footprint The Carbon Footprint page provides summary, system, and workload level metrics for

carbon emissions and energy usage. Sustainability has become a key topic in data center
infrastructure considerations as companies strive to reach new environmental goals.
Infrastructure Observability’s carbon emissions feature gives users insights to make the
best sustainability decisions for workload consolidation, IT footprint reduction, and energy-
efficient technology refresh.

Initial products supported include PowerEdge, PowerScale, VxRail, Connectrix, and Unity
XT. The top banner provides totals of carbon emissions and energy usage for all systems.
Carbon emissions calculations are based on location-specific emission factors provided
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by the International Energy Agency (IEA) and industry average Power Utilization
Effectiveness (PUE) values. Users with the Admin role can override these default values
by clicking the Settings button.

Carbon Footprint & settings

Carbon Emissions Energy Trend N

500 kg 1 223% 55kWh & 50 T 2.0% (567 kwn)

2023 (year to date) August 2023 2023 (year to date

The Total Carbon Emissions chart provides a one-year trend of total carbon emissions
based on monthly values. The chart can be displayed as a bar chart or a line chart.

Total Carbon Emissions CO2e (kg) @~

Jan2023 Feb 2023 Mar 2023 Apr 2023 May 2023 Jun 2023 Jul2023 Aug 2023 Sep2023 Oct2023 Nov 2023 Dec 2023

40
20
:I-IIII I

M Carbon Emissions

The bottom of the page is a table listing each system, location, YTD energy usage, energy
forecast, YTD carbon emissions usage, carbon emissions forecast, and daily power
consumption. The system used capacity percentage indicates which systems have
available capacity for additional workloads. The filter lets users display systems based on
product type, custom tags, site, and location.

Detaie Name Product Sie Name Locasion Counry VT Energy (440 Energy Forecast YT0 G020 (g CO2eForecast(k  Pomer Consumption UdCe  Tags

Clicking the details icon for a system displays seven-day charts for energy consumption
and carbon emissions. The actual value is shown along with the historic seasonality (the
expected range) that highlights any anomalies or changes in patterns.
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Clicking the Forecast button shows trend and forecast data for each of these charts.

Cloud data center

O LastSevenDays (@ Forecast
Energy Consumption (kWh) 30 day foracast based on 90 days of data
15 May 2 My 29 May 5.4un 12.0un 19.Jum 26.un 30 0.4u 7.0 24.4u 31l 7.2 14,50 2120 2 A 4sep 1.sep
os
o T— . e
03
02
3]
[}
W ey Consumption e Forscast Confidence Range
C02e (kg) 30 day forecast based on 90 days of data
5. My 2 May 29 May 5.dun 1200 19.un 26 0n 30 10,0 7.l 24, u E 7.8 1. Aug 21,20 28. g a5 1.5ep
035
03
025
vt ot by g et T
02
015
01
0o
[}
Wcoze - Forecast Cenfidence Range

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment

45



Monitor

Pools The Pools page provides an aggregated listing of storage pools including PowerMax
storage resource pools. The Issues column displays the number of health issues
associated with any pool or storage object in that pool or a green check mark for items
with no associated issues. Issues can be calculated for Unity XT family, SC Series,
PowerScale/lsilon, PowerVault, and PowerFlex. The pool name and system name are
hyperlinks to the details for the item.

The Pools listing represents the raw storage on the system that is available to be
provisioned as either block storage or file storage. This listing provides the Total Size
(TB), Used and Subscription percentages, and Free (TB) storage within the pool that has
not been provisioned for storage objects. The Time to Full range is also shown. Time to
Full is based on the storage consumption measurements. The longer the pool is
configured, the more accurate the prediction of Time to Full. This Time to Full
measurement identifies pools that are at greatest risk of running out of storage space, and
that require attention.

APEX AlOps T t a «
Home
’ Pools

] Monitor

Name System Model Tolal Size (TB) Used (%) Subscription (%) Time Ta Full Free (T8)

Pool details — Properties

The information in the Properties tab for a pool varies depending on the array type. It
provides various pool attributes and any health issues associated with the pool.
Expanding the issue will provide a suggested resolution. Where supported, there is a
hyperlink in the upper right of the window to launch the associated element manager. The
bottom of the Pool details page has different tabs of information depending on array type.

The following series of screenshots show the information for each array type.

Unity XT family and SC Series:
e Storage
e Virtual Machines

e Drives
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Disaster Recovery > Disaster Recovery_Pool2

Properties o

5 LAUNCH UNISPHERE

= Capacity [l Performance
FAST Cache -
Total Issues = Capacity 1 issue
FAST VP Scheduler on
9hours ago  The storage pool ‘DisasterRecovery_Pool2 is
Components E
Type Traditional P U e e T predicted to run out of space within 5 hours.
Configuration
S Capacity
Performance
Data Protection
STORAGE VIRTUAL MACHINES DRIVES
4 storage objects ]
Issues Name T Type Size (GB)  Used (GB)  Allocated (5B)  Thin DataReduction  Consistency Gr..  Hostl/OLimit  NAS Server Time to Full
1 DR_Pool2_FS1 File System 6000 1320 1650 Yes 1011 (5% 0r256.0MB)  — - NAS_Server_3 © imminent
1 DR_Pool2_Fs2 File System 6000 1320 1650 Yes 1001 (5% 0r256.0MB) - - NAS Server3  Within 3 week
v DR_Pool2_LU LUN 4000 - 1100 Yes 1111 (5% or256.0MB)  ProdApp2CG 10K I10PS - -
v DR_Pool2_LU LUN 4000 - 1100 VYes 11:1 (5% 0r256.0MB)  ProdApp2CG 10K I10PS - -
e Storage
e Drives
-
® Research and Development > Research and Development_PoolB [ LAUNGH POWERVAULT UI
B Properties Capacity  [1] Performance
Type Virtual
Total Issues 2 Configuration 1issu
Components 2days ago Pool B’ A virtual disk group is missing one or more disks.
[ Configuration Resolution:
Ensure that spare disks are available. Reconstruction should start
Capacity automatically. - When the reconstruction is complete, replace the failed
disk(s). (Look for event 8 in the event log to determine which disk(s) failed.) -
Performance Disk groups that cannot find compatible spares will automatically move data
to fault-tolerant components
Data Protection
STORAGE DRIVES

4 storage objects

Name 1

Research_Valume3

Research_Valume4

Research_Volume7

Research_Volumeg

Type

Standard

Standard

Base

Base

Size (GB)

1500.0

2750.0

2500.0

1000.0

=3

Allocated (GB)

760.0

1230.7

2098.0

1232

PowerScale and Isilon:

e Nodes
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Finance Data Center > Main Pool
E Properties g capaciy
Tier -
Total Issues Total
Node Count s
Protection Scheme - Components
13 Cache Disabled Configuration All health checks were successful
Capacity
Data Protection
I NODES
8nodes )
Issues Name 1 Type  Model size (GB) Used (GB) Serial Number
v Node 1 Node  HS00 186 07 SV200-004EIH-0ZL8
v Node 2 Node  HS00 186 07 SV200-004EIH-0ZL8
v Node 3 Node H500 186 0.7 SV200-004EIH-0ZL8
v Node 4 Node  HS00 186 07 SV200-004EIH-0ZL8
e No tabs
8 Finance > Finance_SRP1 [ LAUNCH UNISPHERE
Inventory g Capacity  [i] Performance
Compression Enabled Reserved Capacity 12 Description Storage Resource Fool for Finance Pr..
e No tabs
@ Finance DC > SPool2 [} LAUNCH POWERFLEX MANAGER
Properties g capacity
Protection Domain PD2
Total Issues Total
Layout MediumGranularity
Inflight Checksum Disabled Components
Persistent Checksum Enabled Configuration AH hea‘lh CheCkS were SUCCESSfU\.
Zero Padding Policy Enabled capacity
Background Device Scanner  Enabled \/
Performance
Fix Local Device Errors Enabled
Fix Comparison Errors Enabled Data Pretection

Pool details — Capacity

The Capacity tab for a pool varies based on array type.

Unity XT family, PowerScale, Isilon, PowerVault

The graph along the top displays the historical pool capacity data and the Predicted Date
to Full date (Unity XT family, PowerVault, PowerScale/lsilon, and PowerFlex). The graph
shows Free, Used, Total, Forecast Used, Confidence Range, and Subscribed. The
Confidence Range represents the confidence level in predicting the date to full; the wider
the range, the lower the confidence level. When an imminent full condition exists, the
graph also shows the Previous Forecast and Previous Confidence Range. It also shows
the top storage objects predicted to contribute to capacity consumption over the next 24

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment




Monitor

hours as shown below. If the pool is in a Learning, Full, or Unpredictable state, only the
historical trend graph is displayed.

Disaster Recovery » Disaster Recovery_Pool2 [ LAUNCH UNISPHERE
[l properties 8 Capacity ill Performance
Capacity Forecast Predicted Date to Full ) Full within 5 hours
Remaining Capacity 6.3TB From Yesterday - To  Tomorrow il Actual Growth per Month (0 B) 0.0 % of Total
Comributors to Capacity Consumption 12 May 08:00 1600 13, May 0800 1600 4 May oe00 16:00
Next 24 hours e
N 28
. “ Capacity Predicted
e Ta Be Consumed
DR_Pool2_FS1 78.0% (46TB) 1aeTE ’,0
]
DR_Pool2_FS2 78.0% (4.5 TB) 1
9178 '
)
DR_Pool2_LUN1 72.5% (28 T8)
DR_Paoi2_LUNZ 72.5% (28°T8) “eTE
o8
- Free 7 used Total --- Imminent -~ Previous Forecast Previous Confidence Range — Subscribed
Total Capacity 13.7 TB Storage Usage
W Physical Used 7.5 T8 Frez 6.2T8 % Reclaimable 0B | Subscription 182 TB 11w
Used
STORAGE TIERS RECLAIMABLE STORAGE -/
1 Storage Tier
File Syst 3378
Tier Mave Up (GB) Move Down (GB) Rebalance (GB) Total Size (TB) Free Size (TB) [l File Systems
| [ 22718
Extreme Performance 0.0 0.0 00 128 28 Viware 08
[l snapsnots 55T8

The beginning of the chart is based on the selection in the “From:” field. By default, the
setting is set to “3 months ago.” For pools at imminent risk, the “From:” field is set to
yesterday. The following times are available from the pull-down:

e Yesterday

e 1 week ago

e 1 month ago

e 3 months ago (default)
e 6 months ago

e 1yearago

e 2years ago

e Custom

The end of the chart is based on the selection in the “To:” field. By default, the setting is
set to “Predicted Full.” The following times are available in the pull-down:

e Today (Only historical data is shown)
e Tomorrow

e 1 week from today
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e 1 month from today
e 3 months from today
e 6 months from today
e Predicted Full (default)
e Custom
The Subscribed checkbox enables the user to view or hide the pool subscription data on

the graph.

The Confidence Range checkbox enables the user to view or hide the upper and lower
confidence range forecasts.

The bottom of the Pools Capacity tab provides details for the pool capacity, showing
Used, Free, Reclaimable, and Subscribed. The Storage Usage ring shows how the used
storage is configured.

SC Series

For SC Series, the historical trend of Total, Used, Free, and Subscribed storage is
provided along with a Predicted Date to Full. However, the chart does not display
forecasting data.

Business Analytics > Business Analytics_Pool1 [ LAUNCH UNISPHERE
B Properties & Capacity il Performance
Total Capacity 85.2 TB Storage Usage
m
ysical Used 2 6 7 5 D)
W Physical Used 21.9 T8 Fres 63.3TB % Reclaimable 7.6 TB | Subscription 558 TB 27w
Used
STORAGE TIERS. RECLAIMABLE STORAGE
1 Storage Tier
Tier Total Size (TB) Used Size (TB) Free Size (TB)
[l snapshots 98TB
Tier 1 852 219 693
[l volumes 12178

Predicted Dateto Full - —

Historical Trend
ue Last Received From: 3 months ago M To: Today i
Total 1297 7B
T used (90.5%) 117318
Free (9.5%)123TB 81978 B
(93.4%)1211TB

PowerMax 2000, 8000, and VMAX3

For PowerMax 2000, 8000, and VMAXS3 arrays, the Capacity tab displays a capacity
forecast chart for storage resource pools. The bottom half of the page shows Used and
Free storage in bar charts for Subscribed, Snapshot, and Usable space. It also displays
the Overall Efficiency ratio. This ratio is calculated as the sum of all TDEVs plus shapshot
sizes (based on 128 K track size) divided by the physical used storage (based on the
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compressed track size). Data Reduction ratio and enabled percentage, Virtual
Provisioning savings, and Snapshot savings are also displayed.

B Finance > Finance_SRP1

B Inventory Capacity [l Performance

Capacity Forecast Predicted Date to Full: Jun 24, 2024

From 3 months ago | To Predicted Full &

136478

113778

Actual Growth per Month

4. Mar 11 Mar 18. Mar 25 Mar 1. Apr 8. Apr 5. Apr 22. apr

20.pr 6. May 13.May

[Z LAUNGH UNISPHERE

(24.7 TB) 27.4 % of Total

20. May 27. May 3.un 10 Jun 17.4un 24 Jun

90.9TE
68278
45578
22778

08

Free 7 Used Total - Forecast Used Confidence Range

Provisioned 90.0

[ Used 90.0 Fres 0.0 TB

Physical 90.0 TB

M Used 79.1TB Free 10.9TB

Snapshot 2.4 TB

M Used 1.27B Free 1278

Efficiency

Overall Efficiency

Data Reduction

Overall Ratio

Ratio on Reducible Data

Enabled Percent

Virtual Provisioning Savings

Snapshot Savings

— subscribed

10.1:1
4:6:1
3%

1.2:2
11.3:1

PowerMax 2500 and 8500

For PowerMax 2500 and 8500 systems, the effective capacity is reported as it provides a
more realistic measure of available space considering all data reduction components.
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B HR_Remote > HR_Remote_SRP1(FBA) [ LAUNCH UNISPHERE
[F Inventory Capacity (Il Performance
Capacity Forecast Predicted Date to Full: Jun 24, 2024
From 3 months ago v & To Today ~ [ Actual Growth per Month (0 B) 0.0 % of Total
4 Mar 1. Mar 18. Mar 25 Mar 1. Apr 8. Apr 15 Apr 22 Apr 29 Apr 6. May 13. May 20. May 27 May 3. Jun 10. Jun 17 Jun 24 Jun
27318
22718
182718
12678
a118
4578
oB
Free 7 Used Total
Provisioned 26.8 TB
| 2577 o

§ 9
Provisioned Usable Capacity 44.0% You saved 552.0 GB

Effective 61.5TB

M Used 5578 Free 55978

Effective Usable Capacity 9.0%

snapshot 169.1 TB

M Used 0TB Free 1691 T8

EFFECTIVE PHYSICAL
Snapshot Usable Capacity 0.0% 5.5 5078
Unreducible Data 0B
Reducible Data 573.4GB
Data Reduction Enabled 10.0%

Pool details — Performance

The Performance tab for pools is available for Unity XT family, SC Series,
PowerMax/VMAX, and PowerVault systems. The information under the Performance tab
differs slightly for each supported array type.

Unity XT

For Unity XT pools, the top of the page displays 24-hour trend lines and a 24-hour
average for Latency, IOPS, and Bandwidth for both block objects and file systems.
Observability presents the top five objects associated to the pool. The user can scroll to
see additional objects.
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Market Research > Market Research_Pool1 [ LAUNCH UNISPHERE

E Properties = Capacity Performance
Viewing data from the last 24 hours
[E CREATE REPORT

Object Activity

Latency 10PS Bandwidth

Gbject 24 Hour Trend Average Object 24 Hour Trend Average  Object 24 Hour Trend Average
MR_Pool1_FS1 13ms MR_Pool1_LUN1 20310PS  MR_Pool1_LUN1 19.4 MBps
MR_Pool1_LUN1 285.4ms MR_Pool1_LUN2 202.810PS  MR_Pool1_LUN2 87.8 KBps
MR_Pool1_LUN2 205.4ms MR_Pool1_SAN_Datasto. 122.510PS MR_Pool1_SAN_Datasto 52.4 KBS
MR_Pool1_SAN_Datast.. 165.4ms MR_Pool1_SAN_Datasto. 100.510PS  MR_Pool1_SAN_Datasto 51.4KBps
MR_Pool1_SAN_Datast.. 155.4ms MR_Pool2_Fs 9410PS  MR_Pool2_FS1 12.7KBps

|: >

Scrolling down this view provides the user with detailed performance graphs for Latency,
IOPS, Bandwidth, and Backend IOPS (one chart per tier). Observability identifies and
highlights not only performance anomalies on the Latency chart, but also performance
impacts. Performance anomalies are highlighted in dark blue while performance impacts
are highlighted in pink. Highlighting an area on the Latency, IOPS or Bandwidth
performance graphs identifies up to the top five most active objects contributing to that
metric over the highlighted period.

Latency

Click on a point, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time Performance Impact  Oct 24, 2022 0405

period. Selecting a time period greater than 8 hours can result in a longer than usual wait time to display resuits.

- DETAILS

Object " 1500 18:00 21:00 24.0ct 300 06:00 0900 1200
03:50 Oct 24, 2022
MOST ACTIVE BEST MATCH oms
Market Research 37ms
75ms
Object Name Average
Sms
MR_Pool1_FS1 13 ms
MR_Pool1_LUN1 2854 ms 25ms
MR_Pool1_LUN2 2054 ms
o
MR_Pool1_SAN_ 1654 ms
MR_Pool1_SAN_ 1554 ms Performance Impacts 2 (1 with anomaly) - Anomaly ‘T HIGH

When the user selects Best Match on the left side of the chart, Observability identifies up
to five objects that have the highest correlation to the selected period. Best Match is
available on the Block Latency, IOPS, and Bandwidth performance charts.
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Latency
Click on a point, or drag a rgg on on the graph, to generate a list of the top 5 most active and best matching sterage objects over that time Performance Impact  Oct 24, 2022 0405 - DETAILS
period. Selecting a time period greater than 8 hours can result in a longer than usual wait time to display results. _—
Obie w - 1500 18:00 21:00 24,0t oz.00 06:00 e:00 1200
5ms
03:50 Oct 24, 2022 - ct 24, 2022
MOST ACTIVE BEST MATCH 10 s
Market Research 37ms
75ms
Object Name
Sms
MR_Pool1_LUN1
MR_Pool1_FS1 25ms
MR_Pool1_LUN2
0
MR_Pool1_SAN_Datastorel
MR_Pool1_SAN_Datastore2 Performance Impacts 2 (1 with anomaly) -+ Anomaly T HIGH

When there are performance impacts detected by Observability, the user can view details
of them by selecting the Details button in the upper right of the chart. If there are multiple
performance impacts displayed on the chart, the user can select which impact to
investigate by selecting the drop-down menu next to the date.

i Performance Impact COct 24, 2022 04:05 - DETAILS

Oct 23, 2022 23:30
03:00 06 12:00

Oct 24, 2022 04:05

The following shows the results of the details of a performance impact. The right side of
the chart shows the time of the selected performance impact and identifies the most likely
causes (competing workloads) for the impact and if there is any resource contention for
SPs, Cache, Disk, or Ports.

Latency
Click on a point, or drag a rgg ion on the graph, to generate a list of the top 5 most acm-erand best matching storage objects over that time Performance Impact  Oct 24, 2022 0405 - DETAILS
period. Selecting a time period greater than 8 hours can result in a longer than usual walt time to display resuits. _—
Otject Activity S 1600 20:00 240t 04:00 02:00 12:00 Performance Impacts
03:50 Oct 24, 2022 - 05:35 Oct 24,2022 127ms pane ace oeoe
MOST ACTIVE BEST MATCH 10ms I eam
113
Market Research... 3.7 ms
2 -
™ > Contention: Top 2 of 2 resources
Object Name
sms ~ Possible Cause: IOPSoftop 3 of 60..

MR_Pool1_LUN1

MR_Pool1_FS1 25ms MR_Pool1_LUN2
27k

MR_Pool1_LUNZ £ 1.4k Mm
) || .

MR_Pool1_SAN_Datastorel -
MR_Pool1_NAS_Datastore1

MR_Pool1_SAN_Datastore2 Performance Impacts 2 (1with anomaly) - Anomaly ‘T HIGH 27k il -
A

SC Series
Similar to the Unity XT family, the top half of the Performance tab for SC Series pools
displays 24-hour trend lines and a 24-hour average for Latency, IOPS, and Bandwidth.
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Business Analytics > Business Analytics_PooH

[i) Performance

& Properties = Capacity
Object Activity
Volume Latency 10PS
Object 24 Hour Trend Average Object
BA_Volume 16.6ms BA_Volume1
BA_Volume2 15.6ms BA_Volume2
BA_Volume3 146ms BA_Volume3
BA_Volume4 13.6ms BA_Volume4
BA_Volume5 126ms BA_VolumeS
2 3 5

24 Hour Trend

Viewing data from the last 24 hours

Bandwidth

Average Object

1.2kI0PS  BA_Volume1

1.2kI0PS  BA_Volume2

836310PS  BA_Volume3

836.310PS  BA_Volumed
PS

8363101 BA_Volume5

24 Hour Trend

[ LAUNCH UNISPHERE

[E CREATE REPORT

Average
153 4 MBps
143.9 MBps
134.3 MBps
124 8 MBps

115.3 MBps

Scrolling down provides displays 24-hour performance graphs for IOPS, Bandwidth, and
Volume Latency. Observability identifies and highlights performance anomalies on each
performance chart for SC Series pools. Highlighting an area in any of these graphs
identifies the top volumes contributing to that metric during the highlighted period.
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10PS

Click on a poirt, or drag 2 region on the graph, to generate a list of the top 3 maost active storage objects over that time pericd. Sebecting a time period greater than B hours can result in a konger than usuzl wait time to
display results.

[ 15:00 1200 o 4. Oct =00 0500 o0 1200
Business Analyti 39.610P5 e
200 OPS
COiject Mame Average
BA_Volume1 1.2kI0PS e
BA_Volume2 1.2k 10FS eaEs
BA_Volume3 836.310PS 501095
BA_Volumed 336.310PS
BA_Valumes 836.3 10PS Average 39.410P5 Maximum 37.5 10PS Minimum 273 10PS = Anomaly .- NONE
Bandwidth

Click on a point, or drag 2 rgion on the graph. to ganerate a list of the top 5 most active storsgs abjects over that tima period. Selscting a time period greater than & hours can result in a longar than usual wait time to
display results.

) 1500 1200 nm 24.0ct @ o500 L) 1z
2 5 Cct 22, 2022
Business Analyti 20.5MBps
Cbject Name fomage
BA_Volume1 132.4 MBps.
BA Volume2 143.0 MBps.
95.4 MEDS
BA Volume2 134.3 MBps.
BA_Volumed 124.8 MBps OEps
BA_Valume3 115.3 MBps Average 2.9MBps Maximum 393.3 MBps Minimum 709.9 KBps = Anomaly T HIGH

Volume Latency

Click on & point, or drag 2 region on the graph, 1o generate a list of the top 3 mast active storage objects over that time perod. Selecting a time period greater than & hours can result in a longer than usual wait time
display results

15:00 1200 o 24. Oct =00 0500 o900 1200
5ms
Za
Businass Analyt 3406 ps =
Chject Name Avmrage 15ms
B&_Volume1 16.6ms
ms
BA_Volume2 156ms
ms
BA_Volume3 146ms
BA_Volumed 136ms
B2 Volumes 126ms Average 3532 ys Maximum 651.4 ps Minimum 266 = = Anomaly -/ NONE

PowerMax

The Performance tab for PowerMax Storage Resource Pools provides 24-hour charts for
Latency, IOPS, Bandwidth, %Read, 10 Size, and Queue Length. Observability highlights
performance anomalies for each chart in the SRP Performance tab. The pool
performance charts for PowerMax are not selectable.
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8 Finance » Finance_SRP1

£ Inventory Capacity

Latency

Latency

Historical Seasonality

10PS

10PS

Historical Seasonality

Anomaly

Bandwidth
Bandwidth

Histerical Seasonality

(] Performance

sms

25ms

[ LAUNCH UNISPHERE

Viewing datz from the past 24 hours  [§} CREATE REPORT

1600 1800 000 2200 24, Oct 0200 0400 06:00 0800 0:00 200 1400
PUV e o hhn e n
Average 1931 ps Maximum 986.2 s Minimum 0 = Anomaly / NONE
1600 1800 0:00 2200 24.0ct 0200 0400 06:00 08:00 0:00 200 1400

AA Af\hhhf\ﬂh A ﬂ A Mh Aﬁ. A;’\Mﬁ(\!ﬂ AAM A A

Average <1 10PS Maximum 210PS Minimum 0 10PS = Anomaly ‘I HIGH
1600 1800 20:00 2200 24.Oct 0200 0400 06:00 08:00 0:00 200 1400
Average 83.6Bps Maximum 3.7 KBps Minimum 0 8ps = Anomaly ~/ HONE

PowerVault

The Performance tab for PowerVault pools also displays top object activity on the top half
of the page and 24-hour charts at the bottom of the page. Metrics displayed include IOPS
and Bandwidth. Selecting an area in the IOPS and Bandwidth charts displays the top
volumes contributing to that metric during that time period under the Most Active tab. The
Best Match tab shows up to five objects with the highest correlation to the selected period.
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Health Issues

& Research and Development > Research and Development_PoolB [ LAUNCH POWERVAULT U

| Properties [ Capacity Performance

Wiewing data from the last 24 hours.

[T CREATEREPORT

Object Activity
0OPS Bandwidth
Object 24 Hour Trend Average Ohject 24 Hour Trend Average
145410PS Resaar ne8 5.7 MBps
130.410PS 22MBps
129.510PS Resear: 1.6 MBps.
<110PS Research_\ <1Bps

10PS

Click on & point, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time pericd greater than 8 hours can result in a longer than usual wait
time to display resuka,

Metric 1200 15:00 1200 2100 1. du

1kIZPE
10PS
0 10PS
Historical Seasonality
Anomaly 00 10PS
Configuration Changes .
20010PS
07s
Average 337.910FS Maximum 769.1 10PS Minimum 549 10FS = Anomaly /I HIGH -, LOW
Bandwidth

Click on & point. or drag a region on the graph. 1o generate a list of the top 5 most active and best matching storage objects over that time period. Selecting & time pericd greater than 8 hours can result in a longer than usual wait
time to display resuks,

Metric 1200 1500 1800 2100 1.du 0a0 0&:00 0300
= 763 MEps
Bandwidth
Historical Seasonality 7.2 Maps
Anomaly
381 MEps
Configuration Changes
9.1 Mg
v
Average 5.3 MEps Maximum 68.3 MEps Minimum 228 8 KEps =+ Anomaly T HIGH |- LOw

Note: The Performance tab is not yet supported for PowerScale/lsilon or PowerFlex pools.

The Health Issues page displays a comprehensive view of all current health issues across
the environment grouped by system. Issues can be grouped by system or not grouped.
When grouped by system is selected, expanding the system shows all health issues on
the system. The Details icon opens a details window that includes the recommended
remediation.

The user can click the Filter icon to show a subset of systems based on the system name,
product type, site, and location. When the user starts typing the name of the system, a
prepopulated list of system names is displayed that contains the entered text.
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Service The Service Requests page lists all service requests open against systems monitored by

Requests Infrastructure Observability. The table identifies escalated service requests, service
request number, status, creation date, and affected system. Clicking the hyperlink in the
Request # column directs the user to the service request on the Dell support page.

APEX AlOps t S

Service Requests

Alerts The Alerts page displays all alerts associated with the monitored systems. The Filter icon
allows the user to filter alerts based on the following criteria:

e Date — Date range
e System — System Name or ID
e Product — Product type
= APEX Cloud Platform
=  APEX Hybrid Cloud Services
= APEX Private Cloud Services
= PowerEdge
=  PowerFlex
= PowerMax
= PowerProtect Data Manager
= PowerProtect DD
= PowerScale
= PowerStore
= PowerSwitch
= SC Series
= Unity XT family
*  VxRail
= XtremlO
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e Severity

= Critical — Event that has significant impact on the system and needs to be
remedied immediately

=  Error — Event that has a minor impact on the system and needs to be
remedied

= Warning — Event that administrators should be aware of but has no significant
impact on the system

= Information — Event that does not impact the system functions

e Acknowledged

= Acknowledged — Event that has been reviewed and acknowledged on the
system

= Unacknowledged — Event that has not been acknowledged on the system

Selecting the Details icon opens a window on the right side of the page with additional
alert details.

Note:

e Alerts shown in Infrastructure Observability originate from the system and can only be
acknowledged, unacknowledged, and cleared on the system.

e Alerts for PowerVault, Connectrix, and VxBlock systems are not yet supported.

Manage

System Updates The System Updates page has up to five tabs: Storage, Networking, HCI, Data
Protection, and Server.

Storage

The Storage tab displays a list of all available system code, management software, and
drive firmware updates across all supported systems. It includes the system name, update
category, update type, the current version, and recommended version. The
Recommended Update column is a hyperlink to the code allowing the user to quickly
access the update code. Selecting the “>” icon expands the row to display the Release
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Summary with more details about the update and a link to the release notes for the
system update.

This page also allows users to stage Unity XT code updates to the array. By selecting the
Unity XT family arrays and the Stage to Array button, the code in the Recommended
Update column is downloaded to the arrays. The user can log in to Unisphere and initiate
the code upgrade at an appropriate time.

The user can filter the results by selecting the Filter icon, sort any of the columns and
export the list to a CSV file.

dlim CloudiQ

System Updates

STORAGE NETWORKING HCl DATA PROTECTION SERVER

System et Model Update Type Current Version Update Version Updste Categery  Drive Count staged

Note: The System Updates listing in Infrastructure Observability does not support
PowerScale/lsilon, PowerFlex, and PowerSwitch.

Networking

The Networking tab provides a list of recommended switch firmware updates for
Connectrix switches.

System Updates
STORAGE NETWORKING HCI DATA PROTECTION SERVER

S 5 Updates C' As of Apr 2

6:58:24 PM (UTC) th
System |, Identifier Model Update Type Current Version Update Version  Update Categ. Drive Count Staged
~  SRDFLINK EAF300M000 Connectrix DS.6510 Switch Firmware 9.00a L vo.0.1e Recommend - -
Release Summary

Target version 9.0.1¢ is available now.
Release Notes

> Production West JPG194001DK Connectrix MDS-9718 Switch Firmware 83(2) 8.3(2a) @ Urgent - -
> Production SAN Extension EAF300MO0T Connectrix ED-DCX6-48 Switch Firmware 821a v822a Recommend - -
> Production East JPG194000DK Connectrix MDS-9396 Switch Firmware 83(2) 4,833 Recommend - -
> Production East JPG194000DK Connectrix MDS-9396 Switch Firmware 83(2) £, 8501 Recommend - -
HCI

The HCI tab allows users to initiate multisystem updates from Infrastructure Observability.
Users can run pre-check, code download, and system update tasks on their VxRail
clusters. The top of the page provides a chart with the VxRail software distribution for all
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monitored VxRail clusters. The bottom of the page lists each cluster along with various
information such as current version, target version, and vCenter hostname. Observability
intelligently provides a list of all possible target versions based on the current cluster
version. Selecting the details icon provides additional information about the current
installation timestamp, the update file size, and the component current and target
versions.

System Updates
STORAGE ~ NETWORKING HCl DATA PROTECTION SERVER

Available Tasks: PRE-CHECK DOVNLOAD UPDATE

Desis  Cluster Name Status current Target veeter Estimateq Time Development Enviranment

Dell Mart - Comer Market, R

DellMart vCantar Jocs

Dell Mart - b Dellidart vCenter! oca

Dell Mas

Daly

Dell

Dellua

Dell Mart - Cornes Marke, Available 70 e Dellbtart vCerter7 oca

When preparing for a cluster update, users can run the Pre-check task. The Pre-check
task determines the cluster’s readiness for a system update and includes the checks
found in VxVerify. The Pre-check task produces a pass/fail status with a job report that
lists the details of each check. If a check fails, the job report provides a link to a
knowledge base article that users can review to help remediate the issue before
proceeding with a code download and system update. This is covered in more detail in the
Infrastructure Observability administration section of this paper.

The Download task downloads and stages the update bundle onto the VxRail Manager
VM of the cluster. This operation performs a change analysis between the existing
software version running on the cluster and the selected target version. It then identifies
and bundles only the necessary component files needed for the system update. This
intelligent bundling can significantly reduce file transfer size and download times for all
clusters, and particularly for those clusters at remote sites with limited bandwidth.

Once the Pre-check and Download tasks are successful, users can confidently run the
Update task. Users can select a combination of tasks at once. For example, instead of
running each task individually, they could select both the Pre-check and Download tasks
and then come back and initiate the Update task. They could also select all three tasks. If
a task failure occurs, the remaining tasks will not run.

Data Protection

The Data Protection tab lists recommended updates for PowerProtect DM instances and
PowerProtect DD series appliances.
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System Updates
STORAGE NETWORKING Hel DATA PROTECTION SERVER

Y 3Updates C' As of Aug 16,2023, 5:47:30 PM (UTC) i}
System - Identifier Model Update Type Current Version Update Versi..  Update Cate..  Drive Count Staged
v dkppdm-prod ELMPPD0620H1DN PowerProtectDM System Code 19805 41971014 Latest -

Release Summary
This 19.11 release, is the latest update to the PowerProtect Data Manager software. PowerProtect Data Manager is an enterprise solution that provides software-defined data protection, deduplication,
operational agility, self-service, and IT goverance. FowerProtect Data Manager key features include the following: Software-defined data protection with integrated deduplication, replication, and reuse Data
backup and recovery self-service operations from native applications that are combined with central IT governance. Please refer to release notes and deployment guides prior to installation or update. These
guides are now availzble from the Dell Technologies support site. If you are updating from version 19.10 and have deployed the reporting engine, see the PowerProtect Data Manager Administration and User
Guide for reporting enginespecific considerations.

Release Notes

> hatesteflpl APMO0171219234 DD6800 System Code 7.405 7730 LTS (2022) -
> ppdm0 ELMPPD08216Q7J PowerProtectDM System Code 19.9.0-13 41971014 Latest -

The Server tab lets users initiate BIOS and firmware updates for their PowerEdge servers
and chassis. OpenManage Enterprise v3.10 or later with CloudIQ Plugin v1.2 or later are
required and the Remote Management option must be enabled in the CloudIQ Plugin in
OpenManage Enterprise. Also, users must have the Server Admin role in Observability to
initiate updates. See |dentity Management for more information about Observability roles.

The user first creates a compliance report choosing a baseline of target firmware and
driver versions based on the latest or recent Lifecycle Controller Catalogs for Enterprise
Servers. By default, a compliance report is created for all servers against the latest
available versions exists and cannot be edited or deleted.

Create Compliance Report X

Report Information Baseline

Baseline Choose baseline of target firmware/driver versions

Baseline
April 2024 Lifecycle Controller Catalog for Enterprise Servers
March 2024 Lifecycle Controller Catalog for Enterprise Servers

February 2024 Lifecycle Contreller Cataleg for Enterprise Servers

-

After selecting the baseline, the user chooses a set of target devices. To simplify the
selection process, a filter is available to choose target devices based on System name,
Product, OpenManage Enterprise Collector, Site, Location, and Custom Tags.
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Create Compliance Report
Report Information Target Devices
B dect ser pared ts en be f
I Systems, 23 Selects
X
System detiter Model Location

System
B wwsvsoper.  ATY7DSS PowerEdge M Round Roc
SYSMOMTML..  AFZ7HTH PowerEdge A, Round R
B DRACAMGKI.  AJMOKI9 PowerEdge R7. Round Ao
IDRAC AMSYN AMIYNUH PowerEdge A7 Round Ao
IDRAC AWPES. AWPFSKT Powerkdge R7 Round foc

AR
IDRAC AGE6F1 AGESFIR PowerEdge R7. Round Roc
IDRACASESSE.  ASE5SEZ PowerEdge A7

sit IDRACADCGAE.  ADCG4EB PonerEdge 7
IDRACAGTOFG.  AGTDFGM PowerEdge RT. Round Roc

Looation B DRacAsTacs.  AsTasy PowerEdge 7 Round Roc
SYSMOMTML-.  AXCXDSR PowerEdge RS, Round Roc
IDRAC ABCMO. ABCMOTT FowerEdge R7. Round Roc

Tags
B DRACANAM ANAAMPE Pomertdge A7 7 Round Roc
B RACAIWWK ASWVIK6Z Pound Roc
DRACATOMF1.  ATOMFIK Round Roc
IDRACAIZIPA.  A120P4D PowerEdge R7
IDRACABSGDH..  AGSGDHK PonerEdge A7

Cotlector

RR-Site OME

RR-SeOME

RR-Site-OME

RSt OME

RR-SiteOME

RRSite-OME

RR-Site.OME

RRSite-OME

RRSiteOME

RR-SiteOME

RR-SiteOME

RR-Site-OME

RA-Ste-OME

RRSite-OME

RR-Site.OME

AR Site OME

RR-Site-OME

site

ACME Round R

ACME Round R

ACME Round R,

ACME Round R,

ACME Round R

ACME Round R

ACME Round R

ACME Round R.

ACME Round R.

ACME Round R

ACME Round R,

ACME Round R.

ACME Round R.

ACME Round R

ACME Round R

ACME Round R

ACME Round R

CANCEL

=

Once the compliance report is created, the user can see a bar chart showing a summary
of urgent, recommended, optional, and up to date upgrades.

System Updates

STORAGE NETWORKING HCI DATA PROTECTION

SERVER

Clicking the name opens the compliance report. The Group by pull-down menu lets the
user group the updates by System or by none. When they are not grouped, they are
ordered by severity and then service tag. After the user selects which updates they want

to perform, the Update button becomes selectable.

System Updates > All Servers, Latest Version Available april 2024 Litecycle Controller Catalog for Enterprise Servers

UPBATE Groupby Spsten |

ompliance | 121

128 6ysterns, & upéates scross 2 systams selected

System Mame Update Seveity | Model Servie Tag
B - vensvsmeess W urgent PameEdge MXBa0c AP
Upaite sevsrty Curnent veesion paseans version
-] 0 Urgert 5 a2
© Hot Avaiatie
-] 8 et a2
ke Fmware Recommended
B Fowatdgesos © opticeal 102
B - vesewean B ugent PomerEdgs MiKTa0: ATr708S
Gamperent Name Updste Severty Gurrent Version Gasene Version
B Ssckplneo 8 rgent a3 a0
-] PowsEdgs BIOS B urgert 161
FawerEdge EI0S 0 urgerst 102
B ORACwh Lfecycle Conrler © Doargrade 02
et PowesEdge R750
B ugent PURSEQE R640

Y]

0

OME P Address.

110020
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When the user clicks the Update button, they select various options. Under the Schedule
Update section, users can choose to apply the updates now, on the next reboot, or
schedule them. If they choose to apply the update now or schedule them, they then
choose the reboot type:

e Graceful reboot with forced shutdown
e Graceful reboot without forced shutdown

e Power cycle

Update Devices X

Schedule Update Schedule Update
How would you like to apply updates?

Update Now
Updates will be applied immediately which may cause selected servers to reboot.

Update on Next Reboot
Updates will be staged to iDRAC and will be applied the next time the selected servers are rebooted.

(® Schedule Update
Updates will be applied at the selected date and time and then selected servers will reboot.

Apr 30, 2024, 2:10:48 PM =

Reboot Type

Graceful Reboot With Forc..

Graceful Reboot With Forced Shutdown
Graceful Reboot Without Forced Shutdown

Power Cycle

CANCEL NEXT

Under the Server Options section, the user chooses each of the following for firmware
updates. The selections are ignored for driver updates.

¢ ResetiDRAC

e Clear job queue

Update Devices X

Schedule Update .~ Server Options

Server Options These options only affect firmware updates on capable devices. For driver updates, these selections are ignored.

Reset iDRAC
This option will reboot the iDRAC prior to updating it

Clear Job Queue
This option clears any active or pending jobs on the server prior to updating it

The Summary page provides a summary of the devices and components being updated.
Clicking Finish sends the update request to the appropriate OpenManage Enterprise
server. Users can monitor the update on the Jobs page.
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Reclaimable The Reclaimable Storage page shows block and file objects that may no longer be in
Storage use. Reclaimable storage is supported for PowerStore, PowerMax or VMAX, PowerVault,

the Unity XT family, and SC Series systems. It shows the total number of storage objects
and the total amount of potentially reclaimable space across all systems. The following
rules are used to identify potentially reclaimable storage:

e Block Objects with no frontend I/O activity in the past week or longer

e File Objects with no frontend 1/O activity in the past week or longer

e Block Objects with no hosts attached

e Block-based virtual machines that have been shut down for at least a week

e File-based virtual machines that have been shut down for at least a week

Note: The Reclaimable Storage report intelligently filters out objects that are array-based replicas,
because those replicas are not attached to hosts and do not have frontend I/O.

The Group By drop-down menu allows the user to group the storage objects by system
or by the rule types mentioned above.

Group by System (Default) shows the total number of storage objects and reclaimable
space per system. A more detailed view of the objects identified under each rule can be
seen by selecting the line item to expand to display the associated details.

The Filter button allows the user to filter the results based on System or Rule Type.

Reclaimable Storage

29 Total Storage Objects System

System Storage Objects Reclaimable Space Block Objects with no front end 1/0 activity in at least the past week
3078

= s Object Reclaimable Sp. Pool Last 10 Time Host
[ Block Objects with no front e 5 ooTe
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Reports

Create/View My
Reports

Reports

The Group by Rule Type shows reclaimable storage for each rule. In this view, the total
number of storage objects and reclaimable capacity is summarized for each rule.

Reclaimable Storage

ore Object Reclaimable Sp. Pool Last 10 Time

The Knowledge Base Articles page parses the KB article database and provides details
and links to articles that may be applicable to the systems monitored in Infrastructure
Observability. Matching criteria could include version, model, and configuration. The
Details icon opens a window with details of the issue and the affected versions and
models. The Systems tab lists the potentially impacted systems associated with the issue
identified in the article. The Article ID is a link to the article on the Dell support page.

The Report Browser is accessed from the Create/View My Reports menu. It acts as a
user’s reporting workspace and dashboard. It allows users to create, view, and modify
reports. Reports can be scheduled, duplicated, bookmarked, and exported in PDF format.
Reports can consist of any combination of tables and line charts.

The CREATE REPORT button is used to create a report. The plus icon is used to add an
existing report to the dashboard.
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Reports

APEX AlOps Obse

) Home

Report Browser

CREATE REPORT P

3] Monitor
B Manage
% Optimize
@ Reports

Create/View My Reports

Manage My Report

5 Cybersecurity

O Lifecycle

A default name is given to a new report. To edit the name, select the edit icon next to the
report name. The icon becomes visible when the mouse is moved over that area. To
remove the report from the Report Browser, select the X icon. Removing the report from

Report Browser does not delete the report. It is still available from All Reports which is
discussed in Manage My Reports.

Report Browser

X
CREATE REPORT REPORT
2 +

Report

ADD CONTENT

The ADD CONTENT button is used to add tables and charts to the report.

It opens the Add Content window shown here. This window presents a series of drop-

down menus to define the content including the format. The remaining menus differ based
on the selected format.

Add Content

Step 1 Choose A Title And A Format

Example

Format *

Anomaly Chart
Line Chart

Table

CANCEL
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A table allows the user to select one of the following categories:

Data Protection System
Filesystem

Host

MTree

Network System
Pool

Replication
Server

Server Firmware
Storage System
Virtual Machine

Volume

Volume Group

HCI System

PowerFlex Host

PowerFlex Protection Domain
PowerFlex SDS

PowerFlex Storage Pool
PowerFlex Device

PowerFlex Fault Set
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Add Content

Step 1 o Choose Your Columns

Title: Example Catagory
Format: Table

Metwork System o
Step 2

Pool

Replication

Server

Server Firmware

Storage System

Wirtual Machine -

When the user selects the Category, a list of available and selected columns is displayed.
Observability prepopulates the report with common columns. The user can either drag
and drop or double-click a column name to add or remove it.

Add Content

Step 1 o Choose Your Columns

Title: Example

Format: Table Storage System -

Step 2
Drag And Drop Or Double Click to Add A Column

All ~ Q search Column

Available Columns Selected columns (9)
Bandwidth B Health
BusinessUnit 33 System Name
Capacity Impact i3 Version
Components Impact :: I0PS
Configuration Impact : Latency
Configured B Provisioned
Contract Expiration Date # Used (%)

The next step shows a preview of the content and allows the user to sort and filter the
results. The user can select in the “Filter by” field and scroll through the full list of
columns, or they can begin typing to find a specific one. When the column is selected, the
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user can choose from an applicable value. The following example shows a filter on the
Product Model column and then on all PowerMax systems.

Add Content X
Step v Sort And Filter
Title: Example Filter by
Format: Table
Product Model: PowerhMax X Q ‘ ‘ ADD FILTER
Step 2 Ve > [ uniy
Category: Storage System He Version 10PS Latency Provisioned Used (%) Free Data Reduct...
’ [] APEXFile Storage Services
Columns: 9
e > [ scseries 4.2.0.9433914 195 215 - 91.4% 13
Step3 « B PowerMax
i 2300433914 06 1 582 52.1% 53. 451
PowerMax_2000
9 5.0.0.0.5.116 223 13 34 38.6% 38. 1.01
VMAX-1SE
d PowerhMax_2500 4309433914 195 215 724 72.1% 215 271
Xireml0) 9
ll> 1 ‘QTPLK—H\éAusUH vo.1 024k 102.4 - 55% 405 -
@ Business Analytics I 07.03.01.999 394 358.2 529.2 24.1% 69.3 231
85 Remote DC M 07.03.01.999 394 358.2 492.1 37.8% 262 271
920 Finance 5978.711.711 ok 03 91 46.3% 36. 121
@ Software_Dev 5876.309.401 1.8k 28 60.5 51.0% 200 -
@ HR_Remote 6079.124.0 16k 02 121 23.5% 360.4 -
@ Prod with iCDM 4.0.26-10 90k oe 2620 65.0% 47 211
@ ERP Production 6.2.0-8 5k 08 2an 70.0% 74 231
94 ERF Remote 62081 65k 08 518 79.7% 1 221
@ Manufacturing_Prod 2.0.0.01371720 34 215 250 25.0% 1875 47
@ Manufacturing_Dev 1.0.0.0.5.109 34 14 250 25.0% 1875 471
@ APEX-Block-Boston 34 215 - 44.0% 0 -
@ Product Design GT280R006-01 6.5k - 200 42.5% 6.7 -
90 Research and Development GT280R006-02 5.5k - 36.3TB 19.0% 53.6 - i
CANCEL BACK ADD CONTENT

Users can display custom tags in their reports and can use filtering to create reports
specific to custom tags such as applications or business units. See the Custom Tags
section for more information.

Sorting is performed by clicking the column name on which to sort. Once the user has the
table as they want it, clicking Add Content will add the table to the report.

Line charts

A line chart requires the user to select the Product and Category. Once those are
selected, a table with available objects in that category is presented.

The user chooses which objects to include and clicks Next. The following example shows
PowerMax storage groups "Finance_SG_11" and “Finance_SG_12" selected.
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Add Content X
step _  Choose A Product And A Category
Title: example
Format: Line Ghart )
Powerlax - Storage Group -
Step2
Filter by
Q ADD FILTER Clear all Filters

36 items (Selected 2/ 36)

[E  Name 1+ Compliance SRP Service Level Name Emulation Subscribed Used
Finance_SG_11 Critical Finance_SRP1 Diamond FEA 100.0 102
Finance_S6_12 Marginal Finance_SRP1 Bronze ckp 100.0 102
Finance_SG_13 Stable Finance_SRP1 Diamond FEA 1000 102
Finance_SG6_14 None Finance_SRP1 Diamond ckD 1000 102
Finance_S6_21 Stable Finance_SRP2 Diamond FEA 1000 102
Finance_SG6_22 Stable Finance_SRP2 Bronze ckD 1000 102

CANCEL BACK m

After choosing the objects, the final step is to choose the metrics.

The following example shows the Bandwidth, IOPs, and Latency metrics. Clicking Add
Content adds the line charts to the reports.

Metrics available for line charts are shown in Appendix D: Report Browser metrics.

Add Content X
Step1 Metrics
Title: example
Fermat: Line Chart 5 Metrics
Step 2 ; =] Metrics  (Selected 3 Metrics Description
Product: Po
% Read The % read of a PowerMax Storage Group.
Allocated Size The allocated size of the PowerMax storage group in bytes.
tep 3
Bandwidth The bandwidth of a PowerMax Storage Group.
Metrics:
Charts:3 Bandwidth by Read/write The bandwidth by readwiite of 3 Powerhax Storage Group
10 Size The io size of a PowerMax Storage Group
10 Size by Read/Write The [o size by e of a FowerMax Storage Group.
10PS The iops of a PowerMax Storage Group.
IOPS by Read/Write The iops b ite of & PowerMax Storage Group.

Latency The latency of a PowerMax Storage Group.

Latency by Read/Write The latency by read/write of a PowerMax Storage Group.

e e m

Anomaly charts

Anomaly charts are like line charts. The list of supported products is restricted to the
following:

e Connectrix
o PowerFlex
e PowerMax
e PowerScale

e PowerStore
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e PowerVault

e SC Series
e Unity XT
¢ VMware

Anomaly charts provide both the value of the metric and the historic seasonality. By
plotting the historic seasonality, users can identify any unexpected anomalies or changes
in patterns. Anomaly charts show up to 24 hours of data.

Report options

When a report is created, there are several options that are available for the user at the
report level.

o HIDE LEGENDS - For line charts, it provides the option to hide the legend of each
object on the right side of the chart. The legend shows the data timestamp and
value for each object as the user hovers over the chart. The legend also serves as
a filter to remove metrics from the chart.

e Schedule: Schedule the report. Choose an initial runtime and one of the following
intervals: Daily, Weekly, Biweekly, Monthly, or Quarterly. Choose a format of PDF
or CSV. Enter email addresses for recipients.

e Duplicate: Create a duplicate copy of the report in the Report Browser. This is used
to create multiple similar reports where the user wants to make minor changes to a
report.

e Bookmark: Add or remove the bookmark on the report. Bookmarks allow the user to
easily find and view the report in the Report Browser from the Add Report icon.

e Export PDF: Export the report in PDF format.

Report Browser

Example Report

ADD CONTENT | Last 24 Hours - HIDE LEGENDS B 0o M

Line Chart Example

Finance_SG_11
inance_SG_11, Bandwidth

Table Example

He. 2 4 SystemName Model Version 10ps Latency Provisioned Used (%) T 1 Free Data Reduction
@ Software_Dev VMAX-1SE 5876.300.401 186 28 605 51.0% 200 -

90 Finance Powerhax_2000 5978711711 16k 03 91 46.3% 361 121

@ HR_Remote Powerhax_2500 6079.124.0 16k 0z 121 23.5% 360.4 -

The time range of line charts is set to Last 24 Hours by default. It can be changed to
another preset value or a custom range using the pull-down.
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Example Report

ADD CONTENT | Last 24 Hours -

Line Chart Ex

Last 7 Days
293 KBps
Last 30 Days

1953 KBps Custom Range -
i\ VY el

Last 3 Hours -

Last 12 Hours

Last 24 Hours

Last 3 Days

anr

Chart and table options

For each individual chart or table, the user is presented with several options after
selecting the options icon ().

Edit — Modify the individual chart or table.

Duplicate — Create a duplicate chart or table in the same report.
Export PDF — Export the individual chart or table in PDF format.
Export CSV — Base Units. Export the individual table in CSV format.

Export CSV — Units as Displayed. Export the individual chart or table in CSV format
using scaled values shown in the table.

Remove — Delete the chart or table.

F Edit
Duplicate
Export PDF
3 Export CSV - Base Units
31 Export CSV - Units as Displayed
. Remove
2
Manage My All reports are accessible from the Manage My Reports menu. Selecting a report from All
Reports Reports adds the report to the Report Browser and directs the user to it. In situations

where there are many reports, the search field can be used to find a report. The list of
reports shows if a report is bookmarked, when it was last modified, and when it is
scheduled to run next. The options icon on the right side of each row allows the user to
edit the report or delete the report from Observability. The CREATE REPORT button
directs the user to the Report Browser to create a report.
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All Reports

CREATE REPORT

Q .
‘L search

Title Last Modified Next Scheduled

PowerProtect DD Oct 28, 2022, 9:50:06 AM Nov 10, 2022, 2:35:00 PM

Storage Systems & Hosts Nov 3, 2022, 11:17:40 AM -

All LUNs & Filesystems Oct 27, 2022, 1:58:27 PM -

Unity - Capacity & Workload Oct 27,2022, 1:58:29 PM -

Virtual Machines Oct 27, 2022, 1:58:31 PM -

Users can schedule and delete a report by selecting the three dots on the right side of the
row.

Schedule Report

Femove Report

Cybersecurity

Introduction

System Risk

Cybersecurity is a feature within Infrastructure Observability that adds the ability to
monitor Dell resources for security risks. Observability compares configurations and
setups to a set of security-related evaluation criteria, notifying users of any deviations
from the configured plan. It also provides vulnerability awareness by displaying applicable
Security Advisories for supported systems. Cybersecurity is supported for PowerMax,
PowerStore, PowerEdge Server and Modular Chassis, and PowerProtect DD systems
and will continue to expand coverage to other Dell systems.

Note: To gain access to Cybersecurity, users must be given a Cybersecurity-related role. An
Admin user must assign these roles to users, including themselves. See Identity Management and
KB#000205045 for additional details.

The System Risk page is the multisystem view for Cybersecurity. It displays all systems
that are enabled for Cybersecurity along with the Risk Level, percentage of tests enabled
in the Evaluation Plan, and summary of Issues. For systems that have an active
ransomware incident, Observability displays a red ransomware incident banner in the card
view. The Risk Level provides an overall assessment for the system based on the
enabled evaluation tests, and has one of the following values:

e Normal

= No active Cybersecurity issues.
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e Low
= One or two active Low severity Cybersecurity issues.

= There are at least five enabled tests and the number of enabled tests is
greater than 70%.

e Medium

= One to five active non-High severity Cybersecurity issues with at least one
being Medium and number of enabled tests greater than five.

= Greater than two active Low severity Cybersecurity issues and the number of
enabled tests is greater than five.

e High

= One or more active High severity Cybersecurity issues and the number of
enabled tests is greater than five.

= More than five non-High active issues where at least one issue is Medium
severity and the number of enabled tests is greater than five.

e Unknown
= Evaluation Plan is disabled.
= The number of enabled tests is less than or equal to five.

= There are no active Cybersecurity issues and the number of enabled tests is
less than 70%.

= There are one or two active Low severity Cybersecurity issues and the number
of enabled tests is less than 70%.

The page can be filtered based on System, Product, System Risk, Custom Tag, Site, or
Location.
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Issues

Policy

Cybersecurity

APEX AlOps # & a
e .
Cybersecurity System Risk
Mo
E Manage Introducing your Cybersecurity Risk Level x
§ o e bsaed o bestpractces Cybemecurty e e whh e oy st you have selcted i yeur svsuation pian il et eur aystem
o ® Dot sham again LEARN MORE

Manufacturing_Prod dd-lab-04

RO

MX-AMX18CH publicnet.us

SYSMGMT-ML-LABS-150 SYSMGMT-ML-LABS-96

The Cybersecurity Issues page provides an overall listing of Cybersecurity issues that
have been identified in the environment. The Active tab lists out all active issues and
provides the severity, issue name, associated system, and when it was created.
Expanding the issue provides the issue description and the recommended remediation,
creation timestamp, security control family, and evaluation test. The Resolved tab lists out
all issues that have been corrected and the timestamp for when the issue was resolved.

APEX AlOps
o Cybersecurity Issues
Mo
ACTVE (107) RESOLVED (39
Manage
% optimize

System Created 1 7

Reports

» A e
> A Han
s A Hgh
+ A v

> @ Moo

@ Mesm

The Policy page is where users enable, disable, and configure the tests in the Evaluation
Plan. This can be done by creating individual evaluation plans for each system or by
creating a template and applying it to multiple systems. There are two tabs in the Policy
page: SYSTEMS and TEMPLATES.
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Systems

The Systems tab lists the Cybersecurity enabled systems. It also includes information
such as the associated template, status of the evaluation, number of selected tests,
custom tags, and the last time the evaluation plan was updated. Cybersecurity Admins
can assign or unassign templates to systems, enable or disable the evaluation plan for
systems, or edit the evaluation plan for an individual system.

The filter icon allows users to filter the list of systems based on the following:
e System name or ID
e Product type
e Template name
e Systems using or not using a template
e Systems evaluation plan status
e Custom tags
e Site
e Location

By using the filter mechanism, users can produce a group of systems on which they can
perform an action like assign a template or disable the evaluation plan. For example, a
user can select all PowerEdge systems from the product category and select “No” under
“Using a template”. They can then assign a template to all systems that are not
associated with a template.

APEX AIOPS y +

Policy

.......

There are a few scenarios that require further explanation. If a user assigns a template to
a system that already has a template, the old template is automatically unassigned. If the
evaluation plan of a system is disabled, it does not affect the assigned template. The
template will remain associated to the system. If the evaluation plan is edited by selecting
the Edit icon in the right-side column, the template for that system is unassigned.

Selecting the Edit button opens the Edit Evaluation Plan window for the system and
allows the user to set the plan for that individual system. The possible evaluation tests are
listed and grouped by Security Control Family (based on NIST 800-53 R5). Each test can
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be selected or cleared for inclusion in the Evaluation Plan. Selecting the Details icon
provides a detailed description of the test.

Edit Evaluation Plan - Finance X
Sacurity Control Famity | Evaation Tast LDAPS based authentication enabled
v Access Control Details 3 out of ed

(] LDAPS based suthentication enabled & monitoring and control
] Role Base Access Control (RBAC) enabled
[ System using SNMP v3
¥ Audit and Accountability Details  Ooutof 1 selected
Al
[ & Syslog enabled
~  Configwation Management Details 1 outof 1 selected
Al
[ Determine if any SNMP trap destination is configured
v Identification and Authentication Detsils 2 outof 2 selected
Al
[ LDAP server certificate verification enabled
® The administrator user's default password was changed
> System and Communications Protection 3 out of 3 selected
> System and Information Integrity 2 out of 2 selected

FAeE m

When an Evaluation Test is cleared and removed from the Evaluation Plan, any
associated active issues for that test will be deleted. The following warning is provided
anytime the user removes an Evaluation Test and saves the Evaluation Plan.

Are you sure? X

Modifying the evaluation tests will unassign the Template from the system

ssociated with any removed tests will be deletad

GANCEL

Users will be notified in the What's New section when new tests are added to the product.

Templates

The Templates tab lists the configured templates and allows users to create templates
and view, edit, and delete existing templates. A template contains a list of configured tests
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which can be assigned to multiple systems of the same product technology. It allows
users to efficiently set a consistent evaluation plan across many systems. A template can
only be edited and deleted when there are no systems assigned to it. If a template has an
assigned system, it can only be viewed or duplicated.

APEX AlOps Observability a « s & a
1 Home T
S Policy
P Monitor
SysTEMS (107 TEMPLATES (6)

E manage

ADD TEMPLATE
{% Optimize

Reports

3 Cybersecurity

BU_Engineening

Tests Setected [l
8 outof 18
31 outof 31

26 outof 31

Proguct

PowerEdge Chassis

PowerEdge Server

Systems Using Tempiate [

Last Update Time

May 14 2024

a PowerEdge Server 3844 PM UTC

P
BU_Manufacturing_and_Finance 29 outof 31 FowerEdge Server 3, 01:38:40 P UTC
) owerstors 10 cutof 10 3644 M UTC
3 Lifecycle F0 Template 11 outof 11 01:38:4 PMUTC

& Admi

Selecting Add Template steps the user through the template creation wizard. The user
provides a template name and then selects the product type for the template.

Add Template X

Template Info Template Info

Product *

Demo Template -

PowerMax
PowerStore
PowerEdge Server
PowerEdge Chassis

PowerProtect DD

Then, the user selects which tests to include in the evaluation plan and then selects Finish
to save the template. Then, it is available to assign to systems of that product type.
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Advisories

Cybersecurity

Template Info v Template Evaluation Plan

31 out of 31 evaluation tests selected
Template

Evaluation Plan ‘Security Control Family /- Evaluation Test

v AccessControl Details 7 outof 7 selected

All

IP Blocking is enabled

Quick Sync Read Authentication to the server is enabled
SSH is disabled

The SNMP agent is configured for SNMPv2

User Active Directary authentication on iDRAC is enabled

User Generic LDAP authentication on iDRAC is enabled

BREDDDDD®

NC server Disabled
> Audit and Accountability 3 outof 3 selected
> Configuration Management 4aut of 4 selected
> Identification and Authentication 5out of 5 selected

> System and Communications Protection 10 out of 10 selected

v System and Information Integrity Detalls 2 out of 2 selected
All
@ SecureBoot is enabled
(o] IDRAC configuration on Host system is disabled

CANCEL BACK m

Add Template X

The operations that are available for a template depend on whether there are systems
assigned to the template. For templates with assigned systems, the allowable operations
are View and Duplicate. Templates with assigned systems cannot be edited or deleted.
Templates without assigned systems have the Edit, Duplicate, and Delete operations
available.

The Security Advisories page provides a full list of applicable Security Advisories along
with their impact, a synopsis, component, number of impacted systems, and publish date.
Clicking the View Article hyperlink opens the article details on the Dell support page.

Clicking the Advisory ID hyperlink opens a window providing a list of all affected systems.
This window also shows additional information about the security advisory including the
list of Common Vulnerabilities and Exposures (CVESs) addressed by the security advisory.

APEX AlOps ty a &« 0 : o &
DSA-2023-134 5 view Ay
Mot
A iy u
M
0 Jpaine for Del PowarEogs i
ot
04, GVE 50 e

Repor

Cybe Y Componant Instance Curent Version Sysiem Meniner wotel Location Tag
ai0s DCIMINSTALLED#741 1 sk

E a0 DCIMINSTALLED#741 1 MNFME
Securny a ain OCIMINSTALLED#74 e ! presss
-

ai0s OCIMINSTALLED#741 1 ' e
aios OGIMINSTALLED 1 ot
ai0s 1 o
ai0s
a5
BOS  DCMINSTALED®AL. 1811 (ORAGABYNOWkcel  ABYXNVE
Bi0s 8
8o -
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Ransomware
Incidents

Ransomware Incidents enables users to monitor for cybersecurity ransomware incidents
in near real time. At the time of publication, ransomware incidents is supported on

PowerMax systems. Coverage will continue to expand to other platforms. This feature is
also considered Beta at the time of this publication, meaning support and feedback for this
feature is accomplished through the Feedback Form link in the Observability UI.

In the event of a ransomware attack, the attackers encrypt the data which requires an
encryption key to essentially unlock the data. One of the effects of encryption is that the
data becomes uncompressible or irreducible. By establishing an expected range of the
reducible data, and then continuously monitoring the level of it, one can identify variances
outside of normal patterns which are referred to as anomalies. Through various algorithms
and analysis, Observability can then identify potential ransomware incidents in near real
time.

The Ransomware Incidents page is accessed from the Cybersecurity menu on the left
side of the Infrastructure Observability user interface. This page shows all identified
incidents and puts them in one of three categories: New, Investigate, or Closed. When an
incident is first identified, it appears in the New tab. Each incident has an incident ID, a
confidence level, the system identifier, the location, the number of affected storage
groups, and the created and updated times. There is also the ability to add notes to each
incident. When the incident is ready to be analyzed, the user selects it and clicks
Acknowledge & Investigate.

APEX AlOps Observabilit a #

fome Ransomware Incidents @

Bela Releas

ncident ID Incident Confidence Lovel Systom  ldondifler  Location Starage Gr. Croated Updated

At this point, this incident is “frozen” and moved under the Investigate tab. Any new
anomalies will trigger a new incident. While in the investigate state, the user can look at
the potentially affected hosts and applications to determine if the incident is a true
ransomware attack. If so, they can take appropriate action to isolate and recover.

To help investigate, the user can click the incident ID link and see the details of which
storage groups experienced anomalies and when the anomalies were created and last
updated.
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APEX AlOps Observability Q&G

3 Home

<« Incident 1008 - Suspicious data encryption/compression

F3  Monitor

CLOSE ¥ ‘
E Manage v

' vestigate 4,03.51:23 PMUTC

% Optimize

sofid 080743 AMUTC dontf
@ Reports Round Rock, TX

Suspicious data encryption/compression was detected, which might Indicate exposure to ansomware

@ Cybersecurity

Select up to 3 storage groups to view metrics

Y 4Storage Groups EEEECRCE  VIEW STORAGE GROUP METRICS

Secu Storage Group Significance | Logs SG Sensitivity Level Description Created Updated
B Ransomware Incidents
-] Finance_SG_13 High 19 High Storage Group unreducibl. Dec 28,2023 1:17:54 PM Jan 15,2024 10:22:53 PM.
O Lifecycle
Finance_SG_2: High 200 High Storage Group unreducibl. Dec 18, ¢ 7:35:51 PM. Jan 6,2024 221251 PM
Admia - Fina Hig High Group unreducibl Nov 24,2 Dec 12,2023 141922 PM
Finance_SG_34 High 200 High Storage Group unreducidl Dec1 Jan 6,2024 35051 PM U.

Users can select up to three storage groups at a time to see charts of the reducible data,
the historical seasonality, and the anomalies.
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73 Home

Monitor

Manage v

% optimize

Reports

Cybersecurity ~

Security Advisories

B8 Ranzomware incidents

o Lfecycle

& Admin v

APEX AlOps Observability

Incident 1008 - Storage Groups Metrics (2 sworage Groups)

Reducible Data Anomalies

Finance_SG_13
Met

Reducible Data

Anomaly

Finance_SG_23

Reducible Data
Historical Seasonality

Anomaly -

N

The Anomalies tab provides a list of anomalies, also called logs, with their timestamps.

&

{3 Home
/& Monitor

B Manage v
@ Optimize -
B Reports -
@ Cybersecurity ~

o Lifecycle

Admin

APEX AlOps Observability

Incident 1008 - Storage Groups Metrics (2 storage Groups)

Reducible Data Anomalies

Finance_SG_13 191 Anomalie:

J5n 14,2024, 11:40:00 AM

s

Signinicance

Finance_SG_23 200 Anomalies

Created

signiicanca
High
High
High
High

Log
A reducible dats anomaly hes been detected

ible data anomaly has been detected

Areducible dats anomaly has been detected

ible data anomaly has been detected
A reducible data anomaly has been detected

A reducible dats anomaly has been detected

has been detected

A reducible dats anomaly has been detected
A redusible data anomaly has been detected

A reducible data anomaly has bean detected

a4 2 @ 4

<
Ce

Once the investigation is complete, the user determines if the incident was a valid
ransomware attack that was resolved or a false incident. Selecting an incident and then
clicking Close gives the user the option to close it with either of these two options.
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Cybersecurity

APEX AlOps Observability

{1 Home q
() "
Ransomware Incidents @ setiings
fd Monitor v
Beta Release
E Manage v
Ransomware Incidents is & new feature in APEX AlOps Observability that is currently part of a beta program. The underlying
capabl ply only to PowerMax 2500 and 8500 running PowerMax0S 10.0.1.3 and above, managed by Unisphere V10.0.1.3
{% optimize ~ and above; and PowerMax V3 models with PowerMax0S 5978.711.711 and above, managed by Unisphere ¥2.2.4.1 and above
Use the feedback form to identify any issues that you may see, and a representative will be in touch.
[E Reports %

Cybersecurity ~ NEW (1) INVESTIGATE (3) CLOSED (2)

System Risk
57 3 Incidents CLOSE v 1 Incident Selectgd

Cybersecurity Issues

Close - Incident Resolved

Policy =] Incident [D Confidence Level System Identifier Location
Close - False Incident

Security Advisories 1008 Low Finance 000197900049 @ Round Rock, TX

Beta | Ransomware Incidents
1007 Suspicious d... Medium Finance 000197900049 % Round Rock, TX

75 Lifecycle v
1006 Suspicious d... High Finance 000197900049 ® Round Rock, TX

% Admin ~

Ransomware incident monitoring is enabled from the Settings link on the Cybersecurity
Incidents page. The Cybersecurity Incidents Settings page lists the supported systems
for ransomware incident monitoring.

APEX AlOps Observability Q ¢

¢ Home

< Ransomware Incidents Detection Settings

B Monitor v
5 Manage o ¥ 1 System

. System 1 Identifier Location Storage Groups Enabled Incident Sensitivity Level Configure
& optimize v ystem 1 TS Y 5
- Finance 000197900049 © Round Rock, TX 8 of 12 Enabled High: 4 Medium: 4 Low: 4 Ceonfigure
[ Reports v
'@ Cybersecurity A

System Risk

Cybersecurity Issues
Policy
Security Advisories

Beta Ransomware Incidents

T Lifecycle v

433 Admin ~

Clicking Configure on one of the systems opens the Configure Cybersecurity Incidents
window. In this window, the user can choose to enable or disable any of the storage
groups and can set an Incident Sensitivity Level. Users can also see the detection mode,
either Learning or Detecting. Learning occurs when the storage group is first enabled or
after an incident is closed as a valid incident. During this mode, Observability learns the
expected range of reducible data to establish normal behavior. Once the expected
behavior is established, the mode switches to detecting and Observability starts
monitoring the storage group for ransomware incidents. The sensitivity level lets users
tune the detection algorithm. A low sensitivity level results in a lower likelihood of
triggering an incident. A high sensitivity level results in a higher likelihood of triggering an
event. Users may want to set a sensitivity level of low for less critical applications or for
applications that have a higher variation of reducible data. Users may set a sensitivity
level of high for more critical applications or applications that have a lower variation of
reducible data.
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Configure Ransomware Incidents Detection - Finance X
2Storage Groups  Incident Detection | ENABLE || DIsABLE | ecte
‘Storage Group Enabled Made Higf SRE Service Level Capacity (6. Incident Sensitivity Level
100 Low
100 Hig
Storage system details
Introduction Clicking the storage system hyperlink in the Home page or any of the multisystem views

opens the System Details page for that system. The following sections discuss each tab
of the Storage System Details page in greater depth.

Storage system  The Health tab shows the details for a selected system driving the health score number.
details — Health The view provides a listing of issues found in each of the following categories:

e Components
e Configuration
e Capacity

e Performance

e Data Protection

B Disaster Recovery uniry 400 rencros7acazr [} LAUNCH UNISPHERE
£ Health E Inventory £ Capacity il Performance
7 O Capacity is the top health check category impacting Disaster Recovery's health score.
POOR

Health Issues

Total Issues 6 & Capacity 3 Issues
Components » =5 about 10 hours ago  The storage pool ‘Disaster Recovery_Paol2' is oversubscribed and growing at a -
substantially increasing rate, predicted to run out of space in 5 hours,
Configuration Resolution:
= Capacity a0 Consider adding drives to the pool or migrating data to anather pool.
Performance 4 30 about 10 hours ago  The file system 'DR_Pool2_FS1" is growing at a substantially increasing rate, predicted to

run out of space in 5 hours.

Data Protection
-20 about 10 hours ago  The file system 'DR_Pool2_FS2" is predicted to run out of space within a week_ e
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In this example there are six issues, three in the Configuration category and three in the

Capacity category. Selecting the category and then selecting one of the issues will display
the recommended resolution.

Note:

e The Components and Data Protection categories do not apply for PowerMax/VMAX systems.
e The Performance and Data Protection categories do not apply for PowerVault ME4 systems.
e The Data Protection category does not apply for VxRail systems.

e Only the Components category is used for PowerEdge, Connectrix, and PowerSwitch.

e The health score of VxBlock converged systems based on the health of the associated
storage systems.

Scrolling down in this view shows the history of the health score for the system as shown
below. This graph displays the historical trend of the health score and details of any
issues over the displayed range of time.

Health Score History

From May 10,2024, 9:2817 AM  ~ E To New hd
Health Changes
00 Way 11 700 Way 12 00 May 15 TZ00 May 12 1200 Way 13 Jay 15,2024, 12:28:17 Al
@ 5 new issues, 0 resolved issues
|
May 15,2024 00:28 |
| ay13,2024,9:28:17 A
Health Score LI @ 0 new issues, 2 resolved issues
= ® Health Changed

9% 1 new issue, 0 resolved issues

Health Score Summary on May 15, 2024, 12:28:17 AM

HEALTH SCORE ALL ACTIVE ISSUES NEWISSUES ~ RESOLVED ISSUES
Active Issues
gg Vs
The storage pool ‘Disaster Recovery_Pool2' is oversubscribed and growing at a substantially increasing rate, predicted to run cut of spacein 5 hours
730 24,12:24 NEW
The file system DR_Peol2_FS1' is growing at a substantially increasing rate, predicted to run out of space in 5 hours.
-20 S
The file system DR_Peol2_FSZ' is predicted to run out of space within a week.
Host ‘Remote_ESX1"is only logged in to "SP A’ this host will lose connectivity in the event of failover.
Resolution
This host does not have logged-in paths to both SPA and SPB. Review your connectivity to ensure that all hosts have a connection to both SPs to ensure High Availability. Health checks for this
host can be paused under Admin -> Customizatien.
. a1
Host ‘Remote_ESX2'is only logged in to 'SP B’ this host will lose connectivity in the event of failover
-1 O Host ‘Remote_ESX3’ does not have connectivity to either SP.
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Storage system
details —
Inventory

Selecting an issue listed to the right of the graph will mark the change on the timeline and
a summary of the active issues will be displayed below the graph. Selecting an individual
active issue will open a recommended resolution.

Selecting the calendar will open a drop-down, allowing users to select one of the
predefined ranges or enter a custom time range. A custom view is the default. Selecting
any of the dates on the right will present the list of issues for that date.

Viewing a history of health issues across a longer-term time range can be helpful in
identifying recurring issues in the environment.

The Inventory tab shows the configuration data and contract information of the selected
system as well as the physical and logical components of the system. For traditional
storage systems, the upper portion of this view provides the system attributes such as
Serial Number/ServiceTag, Model, Location, Code Version, IP Address, and Contract
Expiration. Some attributes vary by system type (such as Uptime and Hotfixes for the
Unity XT family and Entitlement information for APEX Block Storage for AWS).

B Disaster Recovery unimy oo rencrosTacazrr [} LAUNCH UNISPHERE

B ve /
Health B Inventory Capacity Performance

IPvd 10.0.03 Version 4209433914 LastC

about 1 hour ago

IPvé 2620:

7430:260:1600:3c2¢:32f1

B B Hopkinton, MA

A recommended target version 4.2.1.951234 is now
© Nov 24,2020 available. Site Name ACME Branch Office
LEARN MORE

31578817BR Site ID ACME Branch Office 01

ProSupport 4HR/Mission Critical

POOLS STORAGE VIRTUAL MACHINES DRIVES HOSTS

Issues Name T Type Total Size (TB) Used (%) Subseription (%) Time To Full Free (TB)

Traditional 247 453 45.5 Unpredictable

Traditional 137 54.7 45.5 © imminent 6.2

Traditional 825 545 455 Within a month 375

As noted earlier, Observability indicates when a storage system has a code update
available. In this single system view, there is also an indication if the management
software has an available update. Clicking the “Learn More” link opens a dialog with
summary information and relevant links to support resources.

The bottom half of the page provides details about the physical and logical components of
the system. The tabs differ based on product type but could include:

e Pools (Unity XT family, SC Series, PowerVault, PowerScale/lsilon, APEX File
Storage for AWS) / Storage Resource Pools (PowerMax/VMAX)

e Storage (Unity XT family, PowerStore, SC Series, and PowerVault) / Volumes
(XtremlO) / Storage Groups (PowerMax/VMAX)

e Virtual Machines (Unity XT family, PowerStore, SC Series, XtremlO, and
PowerMax/VMAX)

e Drives (Unity XT family, PowerStore, SC Series, and PowerVault)

Dell APEX AlOps Infrastructure Observability: A Detailed Review
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e Hosts (PowerStore, PowerMax!3, Unity XT family, and XtremlIQO) / Servers (SC
Series) / Initiators (PowerVault)
e Consistency Groups (XtremlO)
e Service Levels (PowerMax/VMAX)
e File Systems (PowerMax)
e System Health Checks (PowerMax)
¢ Nodes (PowerScale/Isilon and APEX File Storage for AWS)
e Appliances (PowerStore)
e Storage Containers (PowerStore)
e Quotas (PowerScale/lsilon and APEX File Storage for AWS)
o Block (PowerFlex and APEX Block Storage for AWS)
¢ Resources (PowerFlex and APEX Block Storage for AWS)

o Gateways (PowerFlex, PowerScale/lsilon, APEX Block Storage for AWS, APEX
File Storage for AWS)

e Cloud Infrastructure (APEX Block Storage for AWS and APEX File Storage for
AWS)

The Pools or Storage Resource Pools tab shows various information about the
configured storage pools including Total Size, Used %, Subscription %, Time to Full, and
Free. This information helps in understanding the pools at risk where the subscription rate
is greater than the total free storage and the Time to Full has a defined prediction.

The Storage or Volumes tab shows all the storage objects in the system. Depending on
product type, this tab displays various used and free capacity information for the storage
objects.

e PowerStore: Volumes, Volume Groups, and File Systems
e Unity XT family: LUNs, File Systems, VMware vStorage VMFS, and VMware NFS
e SC Series: Volumes

e XtremlO: Volumes
e PowerVault: Base and Snapshot

This view can help to determine which specific object is consuming the greatest amount of
storage.

The Storage Groups tab lists the storage groups on the system with the capacity, the
associated storage resource pool, the service level, and the status of compliance with the
service level objective.

The Virtual Machines tab lists the VMs on the storage system along with various details
including the operating system and associated vCenter, ESXi Server, and ESXi Cluster.

13 Host information for PowerMax requires Unisphere 9.2 or later.
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The Drives tab gives the details on the drives for the given storage system and their
location in the system. It includes remaining endurance, storage tier, and firmware
version. There will also be an indication if there is a firmware update available.

The Hosts, Servers, or Initiators tab gives the details about the hosts attached to this
storage system. Host information differs slightly for each storage platform, and may
include hostname, IP Address, operating system, initiator protocol, and total accessible
storage for each host from the specific storage system. For PowerVault initiators, it lists
the initiator name, protocol, and total provisioned storage to each initiator from the storage
system. For PowerMax systems, it includes host group name, initiator type, number of
initiators, number of masking views, number of PowerPath hosts, and if the Consistent
LUN flag is set. For PowerStore, it provides host group name, OS, initiator protocol,
number of volumes and number of initiators.

The Consistency Groups tab lists the XtremlO consistency groups on the system
including their mapped status, number of volumes and total and used capacities.

The Service Levels tab lists the configured service levels on PowerMax systems along
with the expected response times.

The File Systems tab for PowerMax lists the name, used and total capacities, NAS
server, and protection and performance policies for each file system.

The System Health Checks tab (PowerMax) provides pass or fail information for various
system checks.

The Nodes tab provides information about each PowerScale/lsilon node such as node
type, total, and capacity, used capacity, and associated pool. See the PowerScale Node
Details section for additional information.

The Appliances tab lists each appliance in the PowerStore cluster along with attributes
such as State, Serial Number, CPU, Used, and Provisioned storage.

The Storage Containers tab provides capacity information for the storage containers in
the PowerStore cluster.

The Quotas tab lists each quota path, quota type, threshold size, efficiency, advisory limit,
soft limit, and hard limit. See the PowerScale Quotas Details section for additional
information.

The Block tab is a pull-down that displays the following components for PowerFlex
systems:

e Hosts — Host WWN, Operating System, IP address, Protocol, and Version

e Protection Domains — Total, Used, and Free Capacity and Protection Domain
State

e Fault Sets — Protection Domain Name and Fault Set State
e SDS - IP address, Version, State, Total Capacity, Protection Domain, and Fault Set

e Storage Pools — Layout, Protection Domain, Total, Used, Spare, and Provisioned
Capacity

e Devices — Type, Total and Used Capacity, and Storage Pool

Dell APEX AlOps Infrastructure Observability: A Detailed Review
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e Volumes - Type, Size, Mapped status, number of SDCs, Creation Time, Read
Only status, Secured state.

The Resources tab lists the PowerFlex Metadata Managers (MDMs) and whether they
are running in primary, secondary, tiebreaker, or standby mode. Management IP address,
version, and count information are also provided.

The Gateways tab lists the Secure Connect Gateways in use by the PowerFlex or
PowerScale system. Clicking the serial number opens the Secure Connect Gateway
Details page shown in the following figure. The Gateway Details page provides
information about the Secure Connect Gateway including serial number, version, site and
location information, and connectivity status. It also shows which systems it manages.

E ELMAPL7396LG0 [} LAUNCH SECURE CONNECT GATEWAY Ul
B Properties
Serial Numbet ELMAPL7396LG0 Gat @ connected
Location Durham, NC Gat @ Connected
Site Name Branch Office
Site ID Branch Office 01
Software Version 5011210
Last Update Time 57 minutes ago
SYSTEMS
6 systems il
System Identifier Model Remote Support API Access
Security DC SI0LICT124 PowerFlex software @ configured @ configured
sio-block-legac ELMVXRTEST0004 PowerFlex rack @ configured @ configured
scaleio-block-legacy-gateway-ap. ELMVXFTEST0004 PowerFlex appliance @ configured @ configured
Finance Data Ge ELMISLFAGEF123 Isilon Gluster @ configured © configured
HR Data Cente ELMISLFAGEF456 Isilon Cluster @ Configured @ Configured
Security Office ELMISLFAGEF789 PowerScale Cluster @ configured @ configured

The Cloud Infrastructure tab lists information about the cloud environment such as AWS
instance information, IP addresses, instance state, availability zone, product version, and
protection domain.

The following series of screenshots shows examples of the Inventory tab for various
storage types.

PowerMax:
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B Finance

PowerMax_2000 | 000197900049

€ cybersecurity Incident - Suspicious data encryption/compression

Service Plan

Health Inventory & Capacity
Unisphere Version vo.21
PowerMax 05 a
Contract Expiration oct 24,2022
Contract Number 317788171

ProSupport 4HR/Mission Critical

[l Performance

© Cybersecurity

Connection

Embedded

System Health Check
10PS Remaining Headroom

Alternate Serial

Local Last Contact Time 57 minutes ago

NO Location Round Rock, TX
 wed, Jul 3 2019,2:54:37 PMUTC Site Name ACME Headquarters
250992.3 site ID ACME Branch Office 01
HK197900049

STORAGE RESOURCE POOLS STORAGE GROUPS SERVICE LEVELS HOSTS VIRTUAL MACHINES SYSTEM HEALTH CHECKS
2 storage resource pools M
Name o EffectiveUsed  Total Usable Capa Used Usable Capacity(TB) Total Subseribed Capacity(TB)  Total Allocated Cap: Time To Full
Finance_SRP1 8.0% 08056.05 86016.39 90.0 00.0  Within amonth
Finance_SRP2 3.0% 50240.5 31205 60.5 16.6  Greater than quarter
B Security Office  powerscale Cluster | ELMISLFAGEF789 [A Launch 0neFs Webul
[ Health Inventory £ Capacity  [I] Performance
Contract Expiration O oct14,202 Version v9.40 Last Contact Time 1 hour ago
Contract Number 31678017IS Node Count 3 Location Shanghai, CN
Service Plan PREMIUM Inline Dedupe Status Disabled Site Name ACME Branch Office
Inline Compression Status  Enabled site ID INITIAL_SITE_ID
POOLS NODES QUOTAS GATEWAYS
1 pool m
Issues. Name 7 Total Size(TB) Used(%) Time To Full Free (TB)
2 Camera Recording Data Pool 230478 011 Within a day 0.46TB
B Disaster Recovery unimy 400 | FoNcHos72c32F2 [} LAUNCH UNISPHERE
P4 Health Inventory £ Capacity  [I] Performance
1Pva 100.03 Version 43.0.0433014 Last Contact Time 51 minutes ago
1PV6 2620:0:170:7430:260:1600:3c2¢:32f1 Hotfixes 43.0.9433014.0.1.008, 4.3.0.9433914. Location Hopkinton, MA
Contract Expiration © Nov 24,2020 SPA Up Time about 1 month Site Name AGME Branch Office
Contract Number 31578817BR SPB Up Time about 1 month Site ID ACME Branch Office 01
Service Plan Prosupport 4HR/Mission Critical
POOLS STORAGE VIRTUAL MACHINES DRIVES HOSTS
3 pools [ul
Issues Name 7 Type Total Size (TB) Used (%) Subscription (%) Time To Full Free (TB)
1
v Disaster Recovery_Pool1 Traditional 217 453 1455 Unpredictable 136
1 Disaster Recovery_Pool2 Traditional 137 547 1455 @ mminent 62
v Disaster Recovery_Pool3 Traditional 825 545 1455 Withinamonth 375

PowerFlex:
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A Inventory

B Security DC powerFlex software | sioLic1124

[} LAUNCH POWERFLEX MANAGER

Storage system

A Health S Capacity @ Performance
Presentation Server IP 10.234.220.14 PowerFlex Manager SWID  ELMVXFRENGOO1 Last Contact Time about 1 hour ago
Entitlement Type Subscription Version 3.6.0.0 Location Hopkinton, MA
Entitlement Expiration Jun 04,2024 Storage Node Count 2 Site Name ACME Headquarters
Entitlement ID DLF67890 MDM Gount 3 site ID ACME Headquarters 01
Contract Expiration Jun 04,2024
Contract Number ABC123
Service Plan Prosupport HR
BLOCK RESOURCES GATEWAYS
View  Hosts v
3 hosts M
Name 1 Operating System Network Address Protocol Identifier Version HostIP
14b1e48500000000 Linux 192.168.177.28 SDC - 3.6.0.0 192.168.177.28
14b1248400000000 Linux 102.168.177.47 sne - 3.6.0.0 192.168.177.47
14b1e48600000000 Linux 102.168.177.27 sDC - 3.6.0.0 192.168.177.27
E HR DC  apex Block Storage for AWS | ELMSIOPRODTSTO04 [/} LAUNCH POWERFLEX MANAGER
A Health Inventory = Capacity M Performance
PowerFlex Manager IP 10.55.139.192 PowerFlex Manager SWID Last Contact Time 54 minutes ago
Entitlement Type - Version 4.50.250 Location Hopkinton, MA
Earliest Entitlement Expiration — Storage Node Count 3 Site Name CIQ Engineering Site
Entitlement ID MDM Count 3 Site ID INITIAL_SITE_ID
service Plan Cloud Provider AWS
Region Us-East2
VPC Name Cirrus VPG
VPCID vpe-050cecc20135dfd24
BLOCK RESOURCES GATEWAYS CLOUD INFRASTRUGTURE
4instances i}
Instance ID Instance Type Private IP Address Public IP Address State Availability Zone Product Version Protection Domain
14545008291 c2e6c0 13.2xlarge 10.0.57.245 10.246.33.184 RUNNING us-east-1b 2500 PO
1-45450082912u887 13.2xlarge 10.0.57.243 10.246.33.182 RUNNING us-east1a 2500 PO
1-454500829180uu7 3.xlarge 10.0.57.241 10.246.33.180 RUNNING us-east1a - PO
14545008291 ce3ee 13.2xlarge 10.0.57.245 10.246.33.184 RUNNING us-east-1b R4_5.0.0 -

The Capacity tab shows slightly different information depending on the product type. The
storage capacity details for PowerStore, Unity XT family, SC Series, PowerVault,

PowerFlex, and PowerScale/lsilon include:

e Total Capacity

e Storage Usage

o Drive Type Usage (not available for PowerStore, PowerScale/lsilon, PowerFlex,
APEX Block Storage for AWS, or APEX File Storage for AWS)

e Pools (not applicable for PowerStore or PowerFlex)

The Total Capacity graph provides a breakdown of raw storage to Used, Free, and
Unconfigured Drives (Unprovisioned Capacity for PowerScale or Isilon).
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Savings includes a breakdown of the Logical and Used capacity of the total storage visible
to the hosts, and the Efficiency Savings explained previously.

Storage Usage shows the consumed capacity of these categories of storage objects:
e LUNSs (Unity XT family)
e Volumes (PowerStore, SC Series, and PowerVault)
e Thick Volumes (PowerFlex)
e Thin Volumes (PowerFlex)
e File Systems (Unity XT family and PowerStore)
e Virtual Hot Spares (PowerScale/lsilon and APEX File Storage for AWS)
e User data (PowerScale/Isilon and APEX File Storage for AWS)
¢ VMware (VMware datastores for Unity XT family and PowerStore)
e Snapshots

Drive Type Usage shows the drive types installed in the system, with configured and
unconfigured capacity. Hovering over the rings will show the details related to that
configuration.

The Pools table lists the configured storage pools on the system. It includes the Free,
Used, and Time to Full details for each pool. Selecting a pool name navigates the user to
the Pool Details page.

B Disaster Recovery unimv 400/ Foncrioszzcazr2 [ LAUNCH UNISPHERE
B Health = Inventory & Capacity [l] Performance
Total capacity 131.6 TB Storage Usage Drive Type Usage
_ -
M Physical Used 68.5 T8 Free 53178
Unconfigured Drives 10 TB
’ 68.5%
Provisioned 582 TE Used
LogicalUsed [ 68.5TB
Savings .
e \_ —
Overall Efficiency 8.511
_ [l snapsnots 31978
Thin Savings 181 s 14678 [l sas Flash 2 11678
Snapshot Savings 1231 i
W File systems 11678 SAS Flash 3 1678
Data Reduction 131 N
VMware 109718 . SAS 156TB
Wnsas 6078
Pools
3pools ™
Name T Used (%) Free (TB) Time To Full
Disaster Recovery_Pool1 A 453 136 Unpredictable
% E %
Disaster Reco 547 62 © imminent
Disaster Reco 345 375 Within & month

XtremlO systems show the Capacity Forecast chart on the top of the page. The bottom of
the page shows the total capacity broken down by used and free along with a detailed
data reduction chart.
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B Prod with iCDM 100017457100

] Health & Inventory

Capacity Forecast

Capacity

Predicted Date to Full: Aug 30, 2024

[} LAUNCH WEB U|

[l Performance

From 3 months ago ~ & To Predicted Full ~ & Actual Growth per Month (14 TB) 10.4 % of Total
26.Feb 1. Mar 25 Mar 8. Apr 22 Apr 6. May 20. May 3. Jun 17. Jun 1. Jul 15. Jul 29 Jul 12 Aug 26. Aug

727678
545778
363.8TB
181.97TB

............................................. °
0B

Free T Used Total «- Forecast Used Confidence Range — Provisioned

Total Capacity 134 TB

W Physical Used 87 TB Free 4778

Provisioned
Logical Used [ |

Savings

Overall Efficiency

Thin and Copy Savings

Data Reduction
Deduplication

Compression

67w

You saved 500 TB

2.1 LOGICAL DEDUPLICATION COMPRESSION PHYSICAL

58718 3.2 211 871

PowerStore systems provide the Capacity Forecast chart at the top of the page. The
bottom of the page includes charts for physical and logical usage and the space savings
due to data reduction.
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E Manufacturing_Prod PowerStore 1000X | RVA29L62 [ LAUNCH ELEMENT MANAGER
Health inventory = Capacity i Performance @ Cybersecurity
Capacity Forecast Predicted Date to Full: Greater than Nov 17, 2022
From 3 months ago - @ To Farthest Prediction Point . m Actual Growth per Month (1.4 T8) 7.7 % of Toral
A A 9 ] sep et i @ « 4 Oar " "
Free T Used Total Forecast Used Confidence Range — Provisioned
Physical Usage User Data Savings
Total Physical Capacity 25.0 TB 4 7 G ']
./ .1 DRR
- You saved 6.25 T8
W Used 625 Free 187578
Logical Usage
Total Provisioned Capacity 25.0 TB
W Used 128 Free 12578
v Details
Storage Usage
i 2 5 ™ Overall Eficiency 1211
Used Thin Savings AR
Saspshot Sevings 10.0:0
Thin and Copy Savings 211
Data Reduction 47
W volumes 2518
W 7ie Systems 008
W vnace £07B
[l srapsbons soTe

PowerMax or VMAX systems display Used and Free capacities for Subscribed, Snapshot,
and Usable storage as well as the storage efficiency ratios and the percent used per
storage resource pool. PowerMax 2500 and 8500 displays effective capacity.
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B Finance  PowerMax_2000| 000197900049

@ cybersecurity Incident - Suspicious data encryption/compression

P Health H Inventory Capacity [il] Performance

System Usage

Physical Capacity

Physical 67.2TB

[ Used 31.1TB Free 36.1 TB

Provisioned Capacity

Provisioned 91 TB

W Used 33278 Free 57.8 TB

Provisioned Physical Capacity 106 %
Snapshot Capacity

snapshot 5.6 TB

W Used 3278 Free 2478

Storage Resource Pools

Name T

Finance_SRP1

® Cybersecurity

Finance_SRP2

Efficiency

Overall Efficiency

Data Reduction

Overall Ratio
Ratio on Reducible Data

Enabled Percent

Virtual Provisioning Savings

Snapshots Savings

Used (%) Effective Used (%)
88.0 8.0%
51.0 3.0%

10.1:1

2.6:1

152

16.3:1

Time To Full

Within a month

Greater than quarter

PowerFlex provides a breakdown of Total Capacity based on physical used and free. It
also provides total provisioned and logical used charts and overall efficiency based on thin
and snapshot savings and data reduction. The bottom of the page provides a listing of
pools with used percentage, time to full, and free capacity.

B Finance DC rowerFlex software | sioLic1122

- -
A Health & Inventory S Capacity M Performance

Total Capacity 7.7 TB

M Physical Used 2.3 TB Free 5.3TB

Provisioned

Logical Used

Savings
Overall Efficiency

Thin And Snapshot Savings

Data Reduction

Pools

2 pools
Name T

SPooll —

103TB
387TB

5.311

271
2.6:1

SPool2

LAUNCH POWERFLEX MANAGER [

Storage Usage
i
3.8
Used
[ hick valumes 8068
[l hin volumes 3878
[l snapshots 67.1MB
i
Used (%) TimeTo Full Free (T8)
7.0 Greaterthan quarter 7.0
99.0  Imminent 0.3

PowerScale and APEX File Storage for AWS provides a capacity forecast chart at the top
of the page. The bottom of the page breaks down total capacity by used, free, and

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment

97



Storage system details

Storage system

details —
Performance

unprovisioned. Virtual hot spare (VHS), efficiency, and data reduction information is also
provided. Used storage is broken down by snapshots, VHS, and user data.

E Securlty Office  rowerscale Cluster | ELMISLFAGEF789 [ Launch OneFSs Webll
Health E Inventory Capacity [l Performance
Capacity Forecast Predicted Date to Full: @) Full within 6 hours
Remaining Capacity 613.4G6B  From Vesterday - To Tomorrow - Actual Growth per Month  (56.9 T8) 255.7 % of Total
28. May og.c0 16:00 29. May 08:00 16:00 30. May 08:00 16:00 31. May
Contributors to Capacity Consumption 27378
Next 24 hours.
227TB e e e e W *
storage object _____—————‘—‘_ -*
% Capacity Predicted
teme ToBe Consumed | 18278
Camera Recording Data Pool 100% (960 GB)
sT8
9178
4578
o8
Free T Used Total - Previous Forecast Previous Confidence Range
Total Capacity 23.04TB
Storage Usage
W Used (Userdata + VHS) 21718
21
Free 20478 T
Unprovisionad Capacity 0B Used
Virtual Hot Spare(VHS) 4TB \ 5
Enabled Subtract the space reserved for the virtual hot spare
when calculating available free space [l snzpsnots aTe
Enabled Deny data writes to reserved disk space . VHS 478
I user 8TE
Savings
Efficiency Ratio 1.07:1
Data Reduction 1.071
Deduplication 1.071
Compression 1.071
POOLS
Name Free(TB) Used(%) Time to full
Camera Recording Data Poo 046 T8 911 Within a day

The Performance tab is supported for all storage systems and APEX storage for AWS. It
is similar to the Performance tab for Pools discussed earlier in this paper. The top portion
of this tab is the Object Activity and it shows key performance metrics for storage objects
sorted by their 24-hour averages. The result is that the user immediately sees the top
contenders for resources on the system.

The following metrics are displayed with a 24-hour trend line and the 24-hour average. It
is sorted to show objects with the highest averages over the last 24 hours allowing the
user to immediately see the top contenders for resources on the system.

e Latency (PowerStore, PowerMax/VMAX, Unity XT family, XtremlO), Volume
Latency (SC Series)

e |OPS (all platforms)
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e Bandwidth (all platforms)

Note:

e For PowerMax or VMAX systems, Infrastructure Observability displays these performance
metrics at the Storage Group level.

e For PowerStore, the Object Activity charts show data for File Systems and either Individual
Volumes or Volume Groups.

e Top Object Activity is not displayed for PowerScale or Isilon, PowerFlex, or APEX Storage for
AWS.

The remaining charts show a 24-hour history of key system level performance metrics
with an overlay of historic seasonality. The metrics vary slightly by product type:

e Latency (all platforms except PowerVault)
o |OPS (all platforms)

e Backend IOPS (for Unity XT family - if multiple storage tiers exist, each tier has a
separate chart)

¢ Bandwidth (all platforms)

e Storage Processor Utilization (Unity XT family) / Controller Utilization (SC Series) /
CPU Utilization (XtremlO, PowerScale or Isilon, and APEX File Storage for AWS)

¢ Client (PowerScale or Isilon and APEX File Storage for AWS)

e Protocol: Latency (PowerScale or Isilon and APEX File Storage for AWS)

e Protocol: IOPS (PowerScale or Isilon and APEX File Storage for AWS)

e Protocol: Bandwidth (PowerScale or Isilon and APEX File Storage for AWS)

Note: For the Unity XT family, the system performance page has both a Past 24 Hours view and a
Forecast view. Performance forecasting is only supported for the Unity XT family and is discussed
below.

For additional performance metrics, the user can select the Create Report button in the
upper right corner of the Object Activity window to access the Report Browser.

Observability identifies performance anomalies on all system level performance charts for
all system types. A shaded blue area identifies performance anomalies. For Unity XT
family, PowerStore, PowerMax, PowerScale, and PowerFlex systems, Observability
identifies areas of performance impact on the Latency chart. A pink shaded area identifies
performance impacts. Similar to the latency chart for Unity XT storage pools, the user can
select the DETAILS button to see the most likely competing workloads causing the
impact.

For APEX File Storage for AWS, Unity XT family, PowerStore, PowerScale, and
PowerVault systems, configuration changes are identified as rectangles along the X-axis
of the charts. Selecting the configuration change rectangle opens the Storage
Configuration Changes window which contains details of the changes. By identifying when
configuration changes occur, Observability helps the user potentially correlate
configuration changes in the environment to performance impacts.
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Selecting any area in the Latency, IOPS, and Bandwidth charts for any system type
(except APEX Block Storage for AWS and PowerFlex) displays the top five most active
storage objects during that time period in the left side of the chart. Objects would be LUNs
or file systems for Unity XT family, volumes or file systems for PowerStore, volumes for
SC Series, PowerVault and XtremlO, storage groups for PowerMax or VMAX, and nodes
for PowerScale and APEX File Storage for AWS. In the example below, the area around
the second impact with the performance anomaly is highlighted and it shows the most
active objects in the left side of the screen. For PowerStore, Unity XT family, and
PowerVault, Observability also provides the Best Match tab identifying objects whose
performance characteristics most closely correlate to the selected range in the
performance chart. The Best Match tab is shown in the IOPS chart below.

As with Pools performance, the user can select the Details button and see possible
causes and resource contention for performance impact.

Note: Resource contention is supported for Unity XT family systems only.

Latency

wait time to display results

MR_Pool2_FS

Click on a point, or drag a region on the graph, to generate a list of the top 5 mest active and best matching storage objects over that time

period. Selecting a time period greater than 8 hours can result in a lenger than usual wait time to display results.

- DETAILS

Performance Impact  Nov 17, 2021 01:20

1600 20:00 7. No 04:00 0e:00 12:00 Performance Impacts
—eme 01:00 02:00
9.4 ms
MOST ACTIVE BEST MATCH 10ms é.. 47 ms A'__/\/\,\_,\_f
0
Market Research 53 ms
e > Contention: Top 2 of 2 resources
MR_Paol1_LUN1 99ms ame > Possible Cause: 10PS of top 3 of 6 obje
MR_Pool2_F51 99ms 25ms
MR_Pool1_F51 9.9ms
Q
MR_Pool2_LUNZ 1.2ms L
MR_Pool2_LUN1 11ms Performance Impacts 2 (1 with anomaly) -« Anomaly “I* HIGH
10PS

Click on a point, or drag a region on the graph, to generate a list of the top 5 mest active and best matching storage objects over that time peried. Selecting a time period greater than 8 hours can result in a longer than usual

Object Activity 8:00 21:00 17. Nov 03:00 06:00 09:00 1200 15:00
AUTER I 30k I0PS
04:45 Nowv 17, 2021 - 07:05 Nov 17,2021
MOST ACTIVE BEST MATCH
60k I0PS
Market Research 16.3k IOPS
40k 10PS
MR_Pool1_NAS_Datastore2
MR_Pool2_NAS_Datastore2
20k IOPS
MR_Pool2_NAS_Datastore
MR_Pool1_NAS_Datastore [

Average 223k 10PS Maximum 40.9k 10PS Minimum 1k [OPS - Anomaly -~ NONE
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The Unity XT family supports performance forecasting charts. By selecting the Forecast
radio button, users can see SP Utilization historical trends and forecasting along with
predicted date to reach maximum. This allows users to properly balance and plan future
workload requirements.

H Market Research  uniy xTsso | Fencros7zcszea [Z3 LAUNCH UNISPHERE
1 Health E Inventory Capacity il Performance
@ Forecast
SPA Utilization Forecast Predicted Date to Maximum Dec 6, 2022
From 3 months ago i To Predicted Maximum ~ &

SPA Utilization ~ — Maximum i Rangs
SPB Utilization Forecast Predicted Date to Maximum Dec 6, 2022
From 3 months age - To Predicted Maximum - EI

Storage system The Cybersecurity tab is available for systems that have Cybersecurity enabled.

details — Cybersecurity is supported for PowerMax, PowerStore, PowerEdge, and PowerProtect

Cybersecurity DD systems, and will continue to expand coverage to other Dell assets. The top of the
page shows information provided in the multisystem view: The System Risk Level, the
summary of active issues, and the percentage of enabled tests in the Evaluation Plan.
The bottom of the page has two tabs: Cybersecurity Issues and Evaluation Plan.

The Cybersecurity Issues tab lists all active issues identified on this system. Expanding
each issue provides a detailed issue description and the recommended remediation.
Users can also see the time the issue was created, the security control family (defined by
NIST 800-53 R5), and the name of the evaluation test.
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E Finance rowernax 2000 000197900049
— - _ _ i curity
Fd Health = Inventory = Capacity Wi Performance @ C)’berse“um}
SECURITY ASSESSMENT SECURITY ADVISORIES
System Risk Level Cybersecurity Issues Evaluation Plan
4 A Hion 1
Total 12 of 12 tests
O Meaum 2
High 1 Last24hours Low s
CYBERSECURITY ISSUES EVALUATION PLAN
dissues
Severity Issue Creation Time
> A\ Hion Powerhax system requires a software upgrade 1 week ago
~ 4 Medium Data At Rest encryption is disabled 3 hours ago
Description: Created
This test verifies whether Data at Rest Encryption (D@RE) is enabled May 27 2022, 10:15:29 AMUTC
D@RE prevents data visibility in the event of its unauthorized access or theft. Learn More1, Learn MoreZ2.
Security Control Family
System and Communications Protection
Remediation:
Enabling D@RE requires re-installation of the PowerMax system. E“ﬂ‘ua“‘j" Test
Contact Dell Technical Support for help Data At Rest encryption enabled
> 4 Medium LDAP server certificate verification is disabled 2 months ago
> Low SNMP trap destination is not configured 2 months ago

The Evaluation Plan tab lists all possible tests for this system type. The evaluation tests
are grouped into Security Control Families. Each family can be expanded to show the
individual tests that make up the group and one of the following statuses for each test:

e OK -—Testis enabled and no issues identified.
e Deviation — Test is enabled and an active issue exists.

e Not In Plan — Test is not enabled.

e Not Applicable — Test is for a capability that depends on another capability that is
disabled.

e Not Supported — Test is not supported for the system version.

e Not Evaluated — Test is for a system where the Evaluation Plan is disabled, or the
test has not yet been run.

When an active issue exists, the Last Detected Column shows the first time the issue was
detected. When an issue does not exist, it shows the last time this data was changed (as
reported by the system).

There is a details icon which shows the details of each test. In instances where there is a
deviation, it will also show the recommended remediation.
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CYBERSECURITY ISSUES EVALUATION PLAN

12 Evalustion Tests

Evaluation Tests Status Last Detected Details Determine if any SNMP trap destinatien is cenfigured X
> Access Contro This test verifies whether an SNMP destination is configured according to the
organizational policy.
v Audit and Accountability
Remote Syslog enabled Wed, Feb 102021, 1 2 Jasuct
v Configuration Management 1 Deviation v SNMP trap destinatien is net configured
= This test verifies whether an SNMP destination is configured according to the
Determine if any SNMP trap destination is configured Deviation Wed, Feb 102021, 1 2 o
organizational policy.
>  Identification and Authentication 1 Deviation
Remediation:
> Systemand Communications Protection 1 Deviation Configure the SNMP trap by following the instructions in the “Configure SNMP
Notifications" topic of the Unisphere online help.
> System and Information Integrity 1 Deviation

The Security Advisories tab provides information about the applicable Dell Security
Advisories that impact this system.

& Finance  rowernex 20001 0a157300049
- = - e /| curity
Fd Health = Inventory 3 Capacity il Performance ® Cy berSE'.,UHT)
SECURITY ASSESSMENT SECURITY ADVISORIES
mpact Type
02 A2 ©0 0 2 2
Critica High Medium Low Storage Hypervis
Details Aavisory ID Impact Synopsis Type Impacted Systems Published
Bl .. VMSA-2021-0014 A Hion VMware ESXi updates address. Hypervisor 1 07-13-2021
2] O critical VMware vCenter Server updat Hypervisor 1 05252021
(8 A Han Dell EMC Unisphere for Power. Storage 1 07222021
2] O critical Dell EMC Unisphere for Power. Storage 1 9222021

Block object details

Introduction

Block object
details —
Properties

Block objects include LUNs for Unity XT family systems and volumes for PowerStore, SC
Series, XtremlO, PowerFlex, and PowerVault. They can be accessed from the Storage
listing for individual systems and pools and can also be found using global search.
PowerFlex and APEX Block Storage for AWS volumes are accessed from the Volumes
view under the Block tab.

The Properties tab for a block object displays attributes for the object and any health
issues associated with this object. The bottom of the page varies slightly depending on
storage type. It displays the Hosts (for Unity XT family, PowerStore, PowerFlex, and
XtremlO systems), Servers (for SC Series), or Initiators (for PowerVault) associated to the
object. The Virtual Machines tab lists information for VMs residing on the object and is
available for Unity XT family, SC Series, and XtremlO objects. The Consistency Groups
tab is available for XtremlO volumes listing consistency group information to which the
volume belongs. The VTree tab lists the volume trees for PowerFlex along with the type,
provisioned and used space, and creation time. PowerFlex block objects also have a
Snapshots tab that lists each snapshot, size, creation time, parent ID, and VTree ID.
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Block object
details —
Capacity

& Market Research > MR_Pool1_LUN1

[ LAUNCH UNISPHERE

E Properties = capacity [l Performance W Data Protection
Pool & Market Researcn Pooll
Total Issues Total
Type LUN
FAST Cache - Components
FAST VP Policy Start High Then Aute-Tier Configuration All health checks were successful.
Consistency G MRADPICG
onsistency Group PP —
Thin Yes V
Performance
SP Ovner SPA
cuD S0 Data Protection
WWN 60:06:01:60:0A:30:3E:00:AB:2D:48:5.

Data Reduction

On- Advanced

HOSTS VIRTUAL MACHINES
2hosts lul
Issues Name Network Address Operating System Initiator Protocol Initiators (#} Total Size (TB)
1 MRApp1_Host1 10.0.0.20 Windows Server 2012 FC 2 58
1 MRApP1_Host2 10.00.21 Windows Server 2012 FC 2 58

The Capacity tab for Unity XT family, SC Series, and PowerVault block objects provides
details for the capacity being used including Data Reduction savings and capacity
utilization by Snapshots. The Historical Trend shows the capacity changes over time
helping users identify increasing trends to anticipate future capacity usage.

s Market Research » MR_PDOH _LUN1

[£ LAUNCH UNISPHERE

[ Properties

Size
Data Reduction Savings

Allocated

Total Capacity 3 TB

Allocated 825 GB

Historical Trend

Value
Toral

Allocated

Capacity Wi Performance

3718
1.1:1 (5% or 256.0 MB)
82568

U Data Protection

Non-base Space Used

Total Pool Space Used

Tier Distribution

Tier

Extreme Performance

LasiReceived  From: 3 months ago M| To: Today -
1297 7TB
( 7
(90.5%) 117.5T8 Bag  1SAw  mAg A SSe 12 5. 5ep
81978
200TE
0B

990 GB
1878

Data Distribution (%)

1000

0t 24.0cs .0ct  T.Nov

The Capacity tab for a PowerStore volume provides provisioned, logical used, physical
used, and free capacities along with a capacity trend and forecast.
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Block object details

[ Properties

Free Capacity

Provisioned

g Capacity

Logical Used Capacity

Manufacturing_Prod > Volumes-001

[li Performance

427 MB
597MB

1GB

U Data Protection

Snapshot/Thin Clone Space Used
Thin Saving Ratio

Snapshot Saving Ratio

[} LAUNCH ELEMENT MANAGER

1051

1051

Total Capacity 1 GB

M Physical Used 427 MB Free 537 MB

Capacity Forecast Predicted Date to Full: Leaming

From 3 months ago M| To Today MG Actual Growth per Month  (459.3 MB) 44.9 % of Total

8. Aug 15.Aug 22 Aug 29 Aug 5.5ep 12.5ep 19.Sep 26.5ep 3.0et 10.0ct 17.0et 24 Oct 3100t 7. Nev

9537 MB
7153M8
476.8MB

238.4MB

o8

Free 77 Used Total

The Capacity tab for an XtremlO volume does not support the historical trend. Volume
Size, Physical Used, and Free metrics are graphed as shown below.

B Prod with icoM > iICDM-Vol1-CopyT

B Capacity

= Properties
Total Capacity 750.0 GB

M Physical Used 680.0 GB Free 70.00 GB

The Performance tab for block objects (PowerStore, Unity XT family, SC Series, and
PowerVault) provides performance details for the block object activity. Similar to the
system and pool level performance charts, Observability identifies performance anomalies
for each performance metric. For Unity XT family systems and PowerStore, Observability
also identifies performance impacts at the object level.

Highlighting an area in the performance charts for a block object identifies up to the five
most active virtual machines contributing to the metric during that time period. Unity XT
family systems and PowerStore have the additional feature of providing the virtual
machines that most closely correlate to the behavior in the selected time range. This
correlation is shown under the Best Match tab.
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The following shows two performance impacts on a Unity XT block latency chart. The first
is an impact only, the second is an impact with a performance anomaly. Selecting the
Details button opens a window in the right side of the chart identifying storage objects
whose IOPS are correlated with the rise in latency for the impacted LUN. These objects
are the most likely candidates causing workload contention and the performance impact.
Observability also identifies if there is possible resource contention for Unity XT LUNs
experiencing a performance impact.

LUN Workload Anomalies over the last 24 hours Host 10 Limit 10KIOPS  [B CREATE REPORT
Latency
Click on a point, or drag a region on the graph, to generate a list of the top 5 mast active and best matching storage objects over that time period Performance Impact  May 30,2024 19:25 . DETAILS
Selecting a time period greater than 8 NOUrs can result in & longer than usual wait time to display rasults e
Obj e 200 16:00 20:00 31. May 04:.00 08:00 Performance Impacts
23:50 May 30, 2024 May 31, 2024 0sme 9:00 20-00 21:00
MOST ACTIVE BEST MATCH 125ms g seme __/\/»\d\,w
0
MR_Pool1_LUNT 56ms e
> Contention: Top 2 of 2 resources
e h 5ms
esile Cause: [0S .
Market Research 16ms v Possible Cause: IOPS oftop3of6 o
Sms
MR_VM1 1ms MR_Pool1_LUN2
-
MRVMZ 524 s 25ms £ 1.3k ﬂw
.
Market Research. 482 ps 0
MR_Pool1_NAS_Datastore
Prod_VMs 310ps Performance Impacts 2 (2 with anomaly) - Anomaly ‘T HIGH o = .

The bottom of the page displays LUN or Volume performance charts for the following
metrics:

e Latency (Unity XT family and SC Series)

e IOPS (all)

e Bandwidth (all)

e 9% Read (Unity XT family and PowerVault)

e 10 Size (Unity XT family, PowerStore, and PowerVault)
¢ Queue Length (Unity XT family)

e Queue Depth (PowerStore)
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In the following screenshot, a region of the IOPS chart is highlighted. The left side of the
chart displays the Most Active tab which displays the most active virtual machines
contributing to the metric during that time period. In the Bandwidth chart, the Best Match
tab is selected which identifies the VM whose bandwidth most closely correlates to the
metric during the selected time period.

10PS
Click on a peint, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than & hours can resultin a longer than usual wait

time to display results.

1200 1500 12.00 21:00 1. May 0200 05:00 00:00
10k 10PS
May 3 31,2024
MOST ACTIVE BEST MATCH [
MR_Pool1_LUN1 1.6k IOPS
SKIOFS
Market Research 2810PS sk10PS
MR_VM2 2710PS
2KI0FS
Market Research. 2410PS
MR_VM1 2310PS -
310PS Average 30.110PS Maximum 1k I0PS Minimum <1 10PS - Anomaly .~ NONE

Bandwidth
Click on a peint, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can resultin a longer than usual wait

time to display results

MOST ACTIVE BEST MATCH

I ——E

s -

g

Market Research_VM23_8 \ [—M ‘\ [

Market Research_VM22_7 0Bps

Average 8.6MBps Maximum 3992 MBps Minimum 2.4 KBps - Anomaly .~ NONE

Block object The Data Protection tab for PowerStore, Unity XT family, and SC Series block objects
details — Data displays how data protection has been configured for the selected object. There are two
Protection levels of data protection available:

e Replication — remote protection from system to system

e Snapshots — local protection within the system
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The Replication section on the top of the page shows replication details and status of the
replication session. The Snapshots section at the bottom half of the page shows how data
is backed up within the system using snapshot technology. Snapshot schedules and

deletion policies are displayed. The snapshot list can be exported to a CSV file.

& Market Research > MR_Pool1_LUN1

U Data Protection

= Properties 1 Capacity il Performance
Replication
Session Name rep_async 1o
Mode Asynchronous (60 minutes)
Local Role Source
Sync State ldle
Market Research
Sync Progress 80% complete, about 30 minutes remaining MR_Pool1_LUN1
Sync Transfer Rate 395.2 MB/Sec
Time of Last Sync Mon, Oct 17 2016, 5:50:21 PM UTC
Snapshots Schedule Name: Snap Schedule all rules
Rule Schedule
Rule 1 Every Tuesday, Wednesday, Thursday, Friday, Saturday, and Sunday at 11:00 PM, retain for 14 days

Note: Schedule times are in UTC displayed in 12-hour format.
Pool Deletion Policy

Start deleting snapshots when the total pool consumption reaches 95%, and centinue deleting until the total pool
consumption reacnes 85%

Start deleting snapshots when the pool consumption by the snapshots reaches 25%, and continue deleting until the
pool consumption by the snapshots reaches 20%

7 snapshots

Name T Source State Taken Taken By

mySnap-17168 MR_Pool1_LUN1 Ready ~ Thu, May9 2024, Snap Schedule all rules
mysnap-17168..  MR_Pool1_LUNT Ready  Thu, May9 2024, Snap Schedule all iules
mySnap-17168 MR_Pool1_LUN1 Ready  Sat, Apr272024, Snap Schedule all rules
mySnap-17168 MR_Pool1_LUN1 Ready ~ Sat,Apr132024, Snap Schedule all rules
mysnap-17168..  MR_Pool1_LUNT Ready  Sun,Mar 24 2024 Snap Schedule all iuies
mySnap-17168 MR_Pool1_LUN1 Ready ~ Thu, Mar 28 2024 Snap Schedule all rules

Auto Sync Configured

o

Last Writable Time
Sun, May 5 2024,
Sun, May 52024,
Thu, Apr 25 2024,
Tue, Apr 9 2024,
Fri, Mar 22 2024, ...

Tue, Mar 26 2024,

S

Disaster Recovery
DR_Pool3_LUN1

Modified

No

Yes

Yes

Yes

Auto Del..

No

No

No

No

No

No

[ LAUNCH UNISPHERE

Creation Time
Thu, May 9 2024,
Thu, May 9 2024, ..
Sat, Apr 272024,
Sat, Apr 132024,
Sun, Mar 24 2024...

Thu, Mar 28 2024.

File object details

Introduction

File object
details —
Properties

File Objects (PowerStore and Unity XT family systems) are accessible in the Storage
listing for individual Systems and Pools. File objects can also be accessed using global

search.

The Properties tab displays various attributes for the file object and any health issues
found for the object. Attributes for Unity XT file objects include the Pool, FAST VP Policy,
NAS Server, Protocol, and Data Reduction status. It also allows users to pause the
capacity health check for the file system. This can also be accomplished from the
Customization menu under Admin. See Infrastructure Observability administration for

more details.
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Capacity

File object details

The bottom half of the view shows any virtual machines that reside on the file object.

B3 Market Research > MR_Pool1_FS1

B Properties £ Capacity [l Performance U Data Protection

Fool leJ Market Research Pooll PAUSE GAPACITY HEALTH CHECKS

Type File System
Thin Yes Totlisaues 0

FAST Cache Components v
FAST VP Policy Start High Then Auto-Tier ) »
Configuration All health checks were successful.
NAS Server NAS_Server_5
Capacity ~
cLip 51,910 \/
Protocol Linux/Unix Shares (NFS) Ferformance v
Data Reduction On- Standard Data Protection v

VIRTUAL MACHINES

1 Virtual Machine t
Name T Export Path Network Address Operating System vCenter ESXi Cluster
MR_VM2 10.1.2.3;/nfs_share 10012 Red Hat Enterprise Linux 10.0.0.100 LocalESX1 Research Cluster

Attributes for PowerStore file objects include description, NAS server, and protocol. The
bottom half of the page provides information for NFS export or the SMB path.

B Manufacturing_Dev > fs_0 [Z% LAUNCH ELEMENT MANAGER
Properties = Capacity [l Performance U Data Protection
Apphamg U el seces 0
Type File System
v

Description testfile system Components
NAS Server Name NasCCT_dev_0 Configuration 7 All health checks were successful.
Protocol NFS Capacity v \/

Performance v

Data Protection o
NFS EXPORT SMB PATH VIRTUAL MACHINES

1 NFS Export ]

NFS Export Name NAS Server Name NFS Export Path Local Path
Export One NasCCT_dev_0 /path/to/export /lecal/path

The Capacity tab for a Unity XT file object provides details for how the file capacity is
being used, including capacity utilization for snapshots and Data Reduction Savings. The
percentage used is based on the actual data written to the file system.

The Capacity Forecast shows a historical trend and capacity changes since the object
was created. Observability’s predictive analytics algorithms are applied to provide ongoing
predictions as to when the file system will become full.
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File object
details —
Performance

Hovering across the trend line displays the total, used, and free values for that selected

point in time.

B3 Market Research » MR_Pool1_FS1

B Properties 8 Capacity

Capacity Forecast

il Performance U Data Protection

Predicted Date to Full: Nov 28, 2022

From 3 months ago - To  Predictad Full M| Actual Growth per Month (96,8 TB) 19.7 % of Total
2 g 1S 22Au 29.Au 5.5:p 12 52 1950 28.5ep 200 1000 700 24 0t oz 7. Now leNov  2LNew 28 Nov
727678
45778
.
362.8TB
21978
0B
Free T Used Total -~ Forecast Used Confidence Range — Subscribed
Size aTs Snapshot Space Used 0&TE
Allocated 11TE Total Pool Space Used 1978
Used 3% Data Reduction Savings 1.1:1 (5% or 256.0 MB)

Total Capacity 4 TB

M Physical Used 880 GB

| Allocated 1.1 T8

Tier Distribution

| Tier

Data Distribution (%)

Extreme Performance 1.5

The Capacity tab for a PowerStore file object provides total, used, and free logical

capacity metrics.

B8 Manufacturing_Dev > fs 0

[7 Properties Capacity
Used Logical
Free Logical

Total Logical

[l Performance W Data Protection

427 MB Total Capacity 1 GB
597 MB

[} LAUNCH ELEMENT MANAGER

168 _

M Used 427 MB Free 597 MB

e Latency
e |OPS
e Bandwidth

e %Read (Unity XT only)

e 10 Size

e Queue Length (Unity XT only)
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The Performance tab provides 24-hour performance charts for the following metrics for
both Unity XT and PowerStore with the noted exceptions:

Performance impact analysis is supported and identified as pink shaded areas on the
Latency chart. Performance anomalies are supported for each of these metrics.




File object details

Note: Latency and Queue Length metrics are available for Unity XT v5.0 and higher.

ES Market Research > MR_Pool1_FS1

Properties Capaciy U Performance g pars protection
Viewing data from the last 24 haurs  [B) CREATE REPORT

Latency

and bast matching storage objects ver that fime period

jion on the grph, 1o generte a ist of the top § mast - e
ter than & howrs can resultin lo wait time to display results e T

Click an a poirt ar drag
Selecting 2 time per

Performance Impact  Hov 6. 2022 2035

Latency
Historical Seasonality

B Anomaly

Performance Impacts. d\(\
WAMANA A A A LAY [T NI T v Wr-v’\:-\J\'NWNN\-Nv\«

Performance Impacts 2 (1 withanomaly) - Anomaly /1 HIGH

0P8
Glick an a point. or drag 2 region on the graph. 10 generate a st of the top 5 most active and best matching storage objects over that time period. Selecting & time period grester than 8 hours can result in 2 longer then ususl wait
time o

10PS

Historical Seasonality

Average 22.3k10PS Maximum 20,0k I0FS Minimum 1% 10PS = Anomaly -/ NONE

Bandwidth

2 2 region on the greph. to generate & st of the top 5 mest active 2nd best matching storage objects over thet time period. Selecting & time peniod grester than 8 hours can result n & longer then wsusl it

Bandvwidth

Historical Seasonality

I ]

Average 1408 MEps Masimum 1638 MEps Minimum 0.8 KBps = Anomaly - NONE
% Read
% Read
Historical Seasonality = \
\
. \
W M ™\ ™ n_nmn_r
Aversge S Macimum 115% Minimum 11% = Anamaly 7 HIGH
10 Size
e
10 Size.

Historical Seasonality

Average BLKE Maximum 5£K8 Mirimum 0B = Anomaly s NOVHE

File object The Data Protection tab displays how data protection has been configured for that
details — Data object. There are two levels of data protection available:

Protection e Replication — remote protection from system to system

e Snapshots — local protection within the system
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Storage Group Details (PowerMax/VMAX systems)

The Replication section on the top of the page shows remote replication details and status
of the replication session. The Snapshots section at the bottom half of the page shows
how data is backed up within the system using snapshot technology. Snapshot schedules
are also displayed. The snapshot list can be exported to a CSV file.

8 Manufacturing_Dev > fs_0 [} LAUNCH ELEMENT MANAGER

Properties Capacity Wl Performance Data Protection

Protection policy protectionPolicyName

Replication

Source System
Destination System

Replication Session Status

Manufacturing_Dev-2

o

Manufacturing_Dev-1 Opersting Normly
Operating Normally @ ° @
Manufacturing_Dev-2 Manufacturing_Dev-1

testAsync testAsync
Last Synchronization Details
Destination Lag Time of Last Sync Last Sync Duration Time of Next Sync
02:04:35 5/31/24, 811 AM 00:20:30 5/31/24, 204 PM
Replication Rules
Name RPO RPO Alert Threshold Destination System
rulel_Manufacturing_Dev-appliance-1 Sminutes 10 Minutes Manufacturing_Dev-1
rule2_Manufacturing_Dev-appliance-1 10 minutes § Minutes Manufacturing_Dev-1
Snapshots
Rule Schedule Timezone
myRuleName1 Every Tuesday, Wednesday, Thursday, Friday, Saturday, and Sunday at 11:00 PM, retain for 14 days EST
myRuleName2 Every 5 minutes on Sunday, Monday, Tuesday, Wednesday, Thursday retain for 4 hours UTC-05:00
3 snapshots
Name - Type Created
mysnap-1 SCHEDULED October 13,2016, 11:32:27 AM
mysnap-2 SCHEDULED October 13,2016, 11:32:27 AM
mysSnap-3 SCHEDULED October 13,2016, 11:32:27 AM

Storage Group Details (PowerMax/VMAX systems)

Introduction

Storage group
details —
Inventory

Each PowerMax/VMAX system lists the storage groups with key information including the
associated Storage Resource Pool, the assigned Service Level and whether the Storage
Group is in compliance. The storage group name is hyperlinked to enable easy navigation
to the details pages for a given storage group. The Storage Group Details Page is also
accessible using global search of the storage group name.

The Inventory tab for a storage group displays the attributes of the storage group. In the
upper right is a link to “Launch Unisphere.” Selecting this link opens the Unisphere
element manager for the system hosting this storage group.
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Storage Group Details (PowerMax/VMAX systems)

B Finance > Finance_SG_11 [ LAUNCH UNISPHERE
B Iny _ —
B Inventory = Capacity il Performance
SRP Finance_SRP1 Compliance Critical Service Level Diamend
Volumes 0 Masking Views 5 Emulation FBA
Compression Vs SRDF Yes Snapshots 1

'VIRTUAL MACHINES

3 Virtual Machines M
Name T Network Address Operating System vCenter ESXi Cluster
Finance_VM1 10011 Red Hat Enterprise Linux 5 (64 10.0.0.100 DistESX1 Research Cluster
Finance_VM1_8 10.186.1.8 Red Hat Enterprise Linux 5 (64- 10.0.0.100 Finance1 ESX Finance Cluster
Finance_VM2 10012 Red Hat Enterprise Linux 6 8 (6. 10.0.0.100 DistESX1 Research Cluster
Storage group The Capacity tab for a Storage Group provides details for the Storage Group capacity,
details — showing Used and Free Allocation. Also, Storage Efficiency information is provided,
Capacity including virtual provisioning (VP) savings and the compression ratio.
B Finance » Finance_SG_11 [ LAUNCH UNISPHERE
E Inventory g Capacity il Performance

Usage
Subscribed 100

B Alocted 102 Free 908
- 102
Compression ves
Comgression Rato 1051
Storage group The Performance tab for a Storage Group provides performance details over a 24-hour
details — period. Performance charts include Latency, IOPS, Bandwidth, %Read, 10 Size, and
Performance Queue Length. Observability identifies performance impacts on the Latency chart as pink-

shaded areas. Observability identifies performance anomalies on all storage group
performance charts as blue-shaded areas. A sample of charts is shown below.
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PowerStore appliance details

Viewing data from the last 24 hours
[E CREATE REPORT
Latency
Metric e 12:00 1500 18:00 21:00 31 May 0300 08:00 03:00
Latency
oms
Historical Seasonality
0 J\_L..__.._._,__,r\_._—w\_,\_ﬁk
Average 3023 s Maximum 1.9 ms Minimum 0 - Anomaly -/ NONE
10PS
T 1200 15:00 12:00 21:00 1. May 0300 06:00 0%:00
25k 10PS
10PS 20k10P5
Historical Seasonality 15k 10PS
10k 10FS
SkI0PS
010Ps
Average 9.4kI0PS Maximum 12 4k |OPS Minimum 600 I0PS - Anomaly .~ NONE
Bandwidth
T o 1200 15:00 12:00 21:00 1. May 0300 06:00 0%:00
27.3G8ps
Bandwidth
27.9GBps
Historical Seasonality
18.6G8ps
0Bss
Average 7.6 GBps Maximum 12 3 GBps Minimum 2.9 KBps - Anomaly -/ NONE

PowerStore appliance details

PowerStore appliance details are accessible by selecting the appliance name hyperlink
from the Appliances tab on the PowerStore cluster system details page.

Appliance details The Properties tab provides general attributes for the PowerStore appliance and any
- Properties health issues and corresponding remediation. Attributes include the parent cluster name,
model, mode, service tag, site and location, version, and IP address.
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PowerStore appliance details

Manufacturing_Dev > Manufacturing_Dev-appliance-1

B Properties £ capacity [l Performance

Parent Cluster Name Manufacturing_Dev

Total Issues
Appliance Name Manutacturing_Dev-appliance-1
Model PowerStore 3000 Components
Mode Unified Configuration
Dell Service Tag # RV420163
= Capacity

Location Hopkinton, M&

Performance
Site CIQ Engineering Site
SW Version 10005012 Data Protection
1PV4 address 10.0.0.201
1PV6 address -

[} LAUNCH ELEMENT MANAGER

= Capacity 1issue

9 hoursago The Appliance Manufacturing_Dev-appliance-1' is growing ata

30 upstantially increasing rte precicted to run out of space within 16 hours

Resolution:
Free up space through volume deletions and snapshot expirations, consider
adding drives to the Appliance or migrating data to another Appliance.

Appliance details The Capacity tab displays similar information as to what is provided in the PowerStore
cluster capacity tab. The top of the page provides the capacity trend and forecast.

- Capacity

Manufacturing_Dev > Manufacturing_Dev-appliance-1 [ LAUNCH ELEMENT MANAGER
[ Properties & Capacity il Performance
Capacity Forecast Predicted Date to Full: @ Full within 16 hours
Remaining Capacity 6.2TB  From Yesterday - To Tomorrow - Actual Growth per Month (6.4 TB) 34.7 % of Total
7. Nov 0600 1200 1800 & Nov 06:00 1200 800 9. Nov 06:00 1200 18:00 10. Nov
27.3TE
o2t o=
9178
oe
Free 7 Used Total - Previous Forecast Previous Confidence Range — Provisioned

The bottom of the page provides summaries of physical and logical capacity utilization,
the Storage Usage chart, and storage efficiencies and savings due to data reduction.
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PowerStore appliance details

Physical Usage
Total Physical Capacity 57.0 TB

M Used 200.0 GB Free 56.8TB

Logical Usage
Total Provisioned Capacity 1.4 TB

W Used 1.1GB Free 1.4TB

~  Details

Storage Usage

T e
Used
M volumes 0B
W File systems 1168
VMware 0B
[l snapshots 0B

User Data Savings

SHARED LOGICAL

T7es

v Details

Overall Efficiency

Thin Savings
Snapsnot Savings
Thin and Copy Savings

Data Reduction

28.0:7 o

You saved 1.1 GB

——
PHYSICAL USED

426 ue

35,408.1:1
126261

001

1262601

2801

Appliance details The Performance tab is similar to the performance tab for PowerStore clusters. The top
— Performance of the page lists the top object activity charts for Latency, IOPS, and Bandwidth.

10PS

Object

fa_sute_2

fa_aute_1

Volumes-004

Volumes-003

Volumes-002

Manufacturing_Dev > Manufacturing_Dev-appliance-1
E Properties =] Capacity Il Performance
Object Activity
Latency
Object 24 Hour Trend Average
Volumes-001 166.9 ps
Volumes-002 156.6 ps
Volumes-003 146.3 ps
Volumes-004 136.3 ps
fs_auto_1 156.6 ps

z >

24 Hour Trend

Average

1.6 I0PS

1.4 10PS

1.3 10PS

1.1 10PS

1.4 10PS

[A} LAUNCH ELEMENT MANAGER

Viewing data from the last 24 hours  [§ CREATE REPORT

Bandwidth

Object
fs_suto_2
fs_suto_1
Volumes-004
Volumes-003

Volumes-002

24 Hour Trend

Average
14.7KBps
4KBps
12.8KBps
9.9KBps

13.8KBps

The remaining page displays 24-hour charts for these metrics and supports both
performance anomalies and performance impacts. These charts are selectable to provide
the top objects during the selected time range. The Best Match identification identifying
the objects with the most closely matching performance shape is also supported. An
example of the Latency chart is shown below.
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Node details

Latency
Click on & peint, or drag & region on the graph, 1o generate 2 list af the top 5 most sctive and best matching starage objects over that time period. Selecting 2 time period grester than & hours can result in 2 longer than usuzl wait
time 1o dizplay results.
1200 15:00 18:00 21:00 8. Nov 03:00 06:00 02:00
o 123 ms
01:00 Nov 9, 2 Now 9, 2022
MOST ACTIVE BEST MATCH 100 ms
Manufacturing_D 241 ms
T5m:
Object Name Average
50 m:
Volumes-001 166.9 us
Volumes-003 1463 us
L]
Volumes-004 136.3 ps
fa_auto_1 156.6 ps Performance Impacts ~/ NONE = Anomaly ~/ NONE

Node details

For PowerScale, Isilon, and APEX File Storage for AWS, Infrastructure Observability
provides node details. To begin, select a node hyperlink from the Nodes tab on the
system details page.

Node details - The Properties tab for a node provides various information associated to the node
Properties including the pool, logical node number, model, smart failed state, node state, and
contract end date.

= Finance Data Center > Node 1

@ Properties @ Performance

Pool & Main Pool
N Tetlseues O
LNN 1
Mode! HS00 Components 1]
Serial Number SV200-004E1H-0ZL8 :
Configuration i All health checks were successful.
Read Only Mode No LRPGG;‘WH(P}
Capacity m

Smart Failed State Ne

Node Down State Ne Performance il \/

Contract End Date -

Data Pratection o
Node details - The Performance tab displays 24-hour metrics for several key performance metrics
Performance including latency, IOPS, bandwidth, clients, CPU utilization, latency per protocol, IOPS

per protocol, and bandwidth per protocol.
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Node details

& Security Office > Node 1
@ Properties Performance
Latency @
Performance Impact  hiay 31,2024 01:35 - m
Metric ~ 1200 1500 1800 2100 1. May 03:00 ae:ea R
s
Latency
ss
Historical Seasonality
Anomaly =
Cenfiguration Changes B
==
Performance Impacts
Performance Impacts Z (2 with ancmaly) -+ Anomaly ‘T HIGH
I0PS B
= 12:00 1500 1800 2100 a1 My 03:00 ag:00 1200
Lz 75 108e T
10PS
5010PS
Historical Seasonality
Configuration Changes =lers
ioes
Average 52.510PS Maximum 548 0PS Minimum 50.1 10PS - Anomaly -/ NOWE
Bandwidth @
Metric 1200 1500 1800 2100 a1 May o200 ae:ea R
1465 KBps
Bandwidth
2 2 s AP ARAL AP PPN A A AP AN AP P e D Porrn NN P
977 KBas
Historical Seasonality
Configuration Changes 408 Kaps
LEEY
==
Average 1024 KBps Maximum 107 KBps Minimum 98 KBps - Anomaly -/ NOME
Client m
Metric - 12:00 1500 1800 2100 a1 May 03:00 ae:00 1200
Client
=
Configuration Changes
25
0
Average 29 Maximum 71 Minimum 2 -+ Anomaly LEARNING
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Quota details

Quota details -
Properties

Quota details

CPUm

cPU
Configuration Changes

Protocol: Latency
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P

[ HOFs

{7 NFs3

NFS4

s3

SMB1

¥4 smB2

Protocol: IOPS
FTP
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2 FP
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1 NFs3
2 NFss
g s
¥ smB1

4 smB2
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Metnc
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HDFS
[7] NFs3
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Quota details for PowerScale and APEX File Storage for AWS are available by selecting
the quota hyperlink from the Quotas tab on the system details page.

For each quota, the Properties tab provides the quota type, path, if the quota includes

snapshots, if the limits are enforced, notification status for enforced quotas, number of

inodes, and number of shadow references. Bar charts provide visual representations of
physical, file system logical, and app logical capacity utilization along with limits.
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Host details

Finance Data Center > Quota /ifs/data default-group
[ Properties

Quota Type default-group Threshold and Storage

Quota Path fits/data

Enforce Limits Yes

FS Logical

Notification default

Number of INodes 213

Number of shadow references -
ST - 2 TR - - - - N - = 4
© & 2 2 A o 0 & “ o o> o o o

M Used I Free | Advisory Limit | Soft Limit I Hard Limit

Host details

Host detail drill downs are available for Unity XT family, PowerStore, PowerMax, XtremlO,
SC Series (Servers), and PowerVault (Initiators).

Host details - The Properties tab displays configuration data for a host including the operating system,

Properties IP Address, and initiator protocol. It also displays any health issues associated to the host
with suggested remediation. Details about the storage objects attached to the host, virtual
machines residing on the host, and initiators are provided in the tabs at the bottom of the

page.
) Market Research > LocalESX1 [} LAUNCH UNISPHERE
& Dropemes = Capacity [@ Performance
Description - PAUSE CONNECTIVITY HEALTH CHECKS
Operating System  VMware ESXi 5.5.0
Netuork Address looons o U
Initiator Protocol FC
nisterpretees Components - Al health checks were successful
Configuration v
Capacity v
Performance v
Data Protection v
STORAGE VIRTUAL MACHINES INITIATORS 4 Storage Objects m
Issues a Name Type Thin Size (GB] Allocated (GB) Pool Host I/0 Limit
v MR_Pool1_SAN_Dat. VMware VMFS Yes 1000 275 Market Research_Pool1 MRApp2CG 10K 10PS
b MR_Pool1_SAN_Dat.. VMware VMFS Yes 1500 4125 Market Research_Pool1 MRApp2CG 5K I0PS
o MR_Pool2_SAN_Dat. VMware VMFS Yes 4000 1100 Market Research_Pool2 — 10K I0PS
N MR_Pool2_SAN_Dat. VMware VMFS Yes 4000 1100 Market Research_Pool2 — SKI0PS
Host details - The Capacity tab for a host provides details for the current capacity from the associated
Capacity storage system. These details include provisioned and allocated size, and historical

capacity trends, of all the block objects provisioned to that host. The capacity tab is not
supported for PowerStore.
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Host details

l:l Market Research > LocalESX1 [} LAUNCH UNISPHERE
E3 Properties : Capacity [ Performance
Total Size 10278 Allocated Size 26TB
Historical Trend Viewing data from the last & months
Value Lest Recsived Aprzz May 22 Jun'z2 22 fug'22 Sep2z om'z2 Nev'zz Dec'22
Total 1296 TB
Allocated (9049 %) 117378
Host details — The Performance tab for a host provides the 24-hour average values of key performance
Performance indicators (Latency, IOPS, and Bandwidth) of each block object provisioned on the host. It

also displays the names of other hosts to which the block objects are also provisioned.

The Performance tab is not supported for PowerStore. Latency is not supported for
PowerVault initiators.

] Market Research > LocalESX1 [ LAUNCH UNISPHERE
[3 Properties = Capacity [ Performance
4 Storage Objects Viewing data from the last 24 hours [1]
MR_Pool1_SAN_Datastore1 Market Research_Pool1 LocalEs. : gz::éiﬁ 10 01 00
MR_Pool1_SAN_Datastore2 Market Research_Pool1 LocalES. and 2 others 0.0 01 00
MR_Pool2_SAN_Datastore2 Market Research_Pool2 LocalES... and 2 others () 00 0.0
MR_Pool2_SAN_Datastore1 Market Research_Pool2 LocalES. and 2 others 00 00 00
Host details — The host details page for PowerMax systems only has an Inventory tab. This tab
Inventory provides information about the associated storage groups, initiators, port groups, masking

views, and PowerPath hosts.
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Connectrix and PowerSwitch details

B HRr_Remote > Host1 [3 LAUNCH UNISPHERE
Inventory

Host Group(s) HostHG1 capacity 30008 Consistent LUN No
Initiator Protocol FC Path Host No
STORAGE GROUPS INITIATORS MASKING VIEWS PORT GROUPS POWERPATH HOSTS

12 storage groups
Name T Compliance s Provisioned (GB) Effective Used (GB) Emulation
HR_Remote_S6_11 - 100,000.0 2278 FBA
HR_Remote_56_12 - 100,000.0 9278 )
HR_Remote_56_13 - 100,000.0 9278 FBA
HR_Remote_S6_14 - 100,000.0 9278 oKD
HR_Remote_S6_ - 100,000.0 9278 FBA
HR_Remote_S6_22 - 100,000.0 9278 FBA
HR_Remote_S6_23 - 100,000.0 9278 FBA
HR_Remote_S6_24 - 100,000.0 9278 FBA -

Connectrix and PowerSwitch details

Introduction Infrastructure Observability can monitor both Connectrix and PowerSwitch networking
devices. For both Connectrix and PowerSwitch devices, Observability uses a local
collector that communicates to the switches using a read-only privilege. The collector
sends the data back to Observability through the Secure Connect Gateway.

Selecting the switch hyperlink in the home page or any of the multisystem views opens
the System Details page for that switch. The following sections discuss each tab of the
Switch System Details page in greater depth.

Switch system The Health tab shows the details for a selected switch driving the health score number.

details — Health Only the Components category is used in calculating the switch health score, although
Observability does detect and report on congestion spreading events under the
Performance category for Connectrix. This is discussed in more detail below. Selecting
any issue provides a corresponding recommendation for obtaining additional information
and resolution. The bottom of the page shows the Health Score History chart for both
Connectrix and PowerSwitch devices.
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Switch system
details —
Inventory

Connectrix and PowerSwitch details

B Production SAN Extension  connectrix Ep-nexe-48 | EAF300Mo01

] Health

& Inventory = Capacity [l] Performance

70

POOR score.

Health Issues

Total Izsues 2
B Components -30
Configuration -
Capacity -
Performance

Data Protection -

[ Launch Switch Element Manager

Components is the top health check category impacting Production SAN Extension's health

B components 1 issue

-30 Tdayago One or more components in the SAN system Production SAN Extension has a health status of marginal

Resolution:
Ensure the condition degrading switch health is resolved. For additional detail, use the command ‘mapsdb —show' on the
switch with degraded health.

Observability can detect congestion spreading on Connectrix switches. The detection
evaluates various conditions including congested ports, port errors, and port utilization on
the local switch or connected switches. Health score deductions for these scenarios are
under investigation, and this condition does not yet affect the health score of the switch.
Instead of displaying a health score deduction, Observability displays the number of
congestion spreading events.

B Production West  camectrix Mps-5718 | JP61540010K [ Launch Switch Element Manager

7] Health

E Inventory = Capacity il Performance

Components is the top health check category impacting Production West's health score.

96

GOOD

Health Issues

Total Issues 4
Components 4
Configuration -
Capacity -

M@ Performance 2

M Performance 2 issues

2 hours ago A high port utilization on port fc2/37 on switch Production West and severe congestion ratio on switch SRDF LINK
was detected

2 hours ago  Severe congestion spreading was detected on switch Production West due to Link Reset errors and C3 Tx Timeout
Discards on switchport fc5/10.

Resolution:
Please check attached endevice Production SAN Extension attached to switchport fe5/10 on Production West. Contact
Dell Support if you need help with resolving errors that may cause Congestion in the fabric.

Data Protection -

The Inventory tab differs slightly between Connectrix and PowerSwitch. For Connectrix, it
contains various switch attributes at the top half of the screen, including the serial number,
model, location, site, firmware, management IP address, and contract information. It also
highlights if a model had reached End of Life (EOL) or End of Service Life (EOSL) and
identifies if recommended firmware updates are available. The bottom half of the window
contains the following tabs: Fabrics, Partitions, Zones, Attached Devices, Virtual
Machines, Components, and Licenses.
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Connectrix and PowerSwitch details

B Production SAN Extension  comectrix e0-bcxs-48 | EaFsoomont [ Launch Switch Element Manager

] Health Inventory = Capacity [l] Performance
Management IP Address 100,121 Switch Model EOL/EOSL @ Nov 30, 2024 Last Contact Time 20 hours ago
Collector ciqe.conn.eme.com Firmware Version s21a Location Round Rock, TX
Contract Expiration May 31,2028 Switch Up Time 14days Site Name ACME Headquarters
Contract Number 32678017TM Switch WWN 10:00:C4:F5:7C:2D:AA01 Site ID ACME Headquar‘lerg 01
Service Plan ProSupport MC Chassis WWN 10:00:C4F57C:2D:AM02
FABRICS VFABRIC ZoNES ATTACHED DEVICES VIRTUAL MACHINES COMPONENTS @ LICENSES

2 fabrics | ]
Principal Switch WWN 1 Principal Switch IP Address Partition D Total Switches Monitored Switches Total End Devices Used (%)
10:00:CAF5TC2D:11:A1 100121 8 1 1 0 00
10:00:C4F5TCIDAAOT 100121 128 a 3 32 -

The top half of the Inventory tab for PowerSwitch includes the service tag, serial number,
model, operating-system type, location, site, BIOS or software versions, management IP
address, and contract information. The bottom half of the page has the Components and
Attached Devices (Ethernet Ports) tabs.

= Production PowerSwitch North  s4112ron exwooz3
8 Im )
Health B Inventory = Capacity
Management IP Address ~ 10.12.20.2 Bios Version 340099 Last Contact Time 7 minutes ago
oS Type os10 Software Version 10530 Location Hopkinton, MA
Contract Expiration Nov 24,2023 Switch Up Time 16 seconds Site Name POWERSWITCH-8XW0023
Contract Number 1135134567 Switch WWN - Site ID POWERSWWITCH-8XW0023 01
Service Plan A Chassis WWN -
Serial Number VMS5248F00674000ABC Switch MAC 1418:77:20:4d cf
COMPONENTS ATTACHED DEVICES (ETHERNET PORTS)
7 Component Objects m
Type T SlowUnit  State Part Number Serial Number
FANTRAY 1 ONUNE 70-1003226-09 DZD3208M012
FANTRAY 2 ONLINE 70100322610 DZD3208MOTM
FANTRAY 3 ONUNE 70100322611 DZD3208MOTM
FANTRAY 4 ONLNE 70100322612 DZD3208MOTM
POWER_SUPPLY_UNIT 1 ONUNE 70100315513 GOVe247LL08
POWER_SUPPLY_UNIT 2 ONLINE 70100315514 GOVe247LL08
SWITCH_UNIT 1 ONUNE 4vBWE VMS5248F00674000ABC.

Fabrics

The Fabrics tab (Connectrix only) provides the following information about the fabrics in
which the switch participates:

e Principal Switch WWN — Worldwide name of the principal switch in the fabric.
e Principal Switch IP — The IP address of the principal switch in the fabric.
e Partition ID

= B-Series: If Virtual Fabrics (VF) are enabled, this field displays the VF ID for
each VF defined on the switch. If not enabled, this field is set to 128.

= MDS: This field shows the VSAN ID.
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Connectrix and PowerSwitch details

e Total Switches — Total number of switches participating in the fabric that this VF or
VSAN or switch is a member of. This number is a hyperlink which, when selected,
displays a window listing all switches in the fabric.

e Total End Devices — Total number of N_Ports participating in the fabric that this VF
or VSAN or switch is a member of.

e Monitored Switches — Total number of switches participating in the fabric that are
also monitored by Observability.

o Used % — Percentage of ports in this fabric that are in use.

FABRICS VFABRIC ZONES ATTACHED DEVICES VIRTUAL MACHINES COMPONENTS @ LICENSES

2 fabrics

ul

Principal Switch WWN Principal Switch IP Address Partition D Total Switches Monitored Switches Total End Devices Used (%)

10:00:C4F57C:2D:11:A1 100,121 8 1 1 0 0.0

10:00:C4F5TC:2D:AA01 10012, 128 4 3 22 -

VSAN/VFabric

The VSAN tab (Connectrix MDS) and VFabric tab (Connectrix B-Series) provides
information about VSANs and Virtual Fabrics.

e Partition ID
= B-Series: If Virtual Fabrics (VF) is enabled, this field displays the VF ID for
each VF defined on the switch. If not enabled, this field is set to 128.
= MDS: This field shows the VSAN ID.
e Switch Name — Switch name as defined by the end user. If no switch name is set,
this field displays the switch serial number.
e Management IP — IP address of the switch.
e Number of switches — Total number of switches participating in the fabric that this
VF or VSAN or switch is a member of.
e Total end devices — Total number of N_Ports participating in the fabric that this VF
or VSAN or switch is a member of.
e End devices, this switch only — Total number of N_Ports that are members of this
VF or VSAN and are also directly attached to this switch.
FABRICS VFABRIC ZONES ATTACHED DEVICES VIRTUAL MACHINES COMPONENTS @ LICENSES
7 Partition ID Switch Name Management IP Number of switches Total End Devices End devices, this switch only
Zones

The Zones tab (Connectrix only) lists out zoning information for the zones in the active
configuration.

Active Configuration — Name of the enabled zoning configuration.
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Zone Name — Name of the zone.

Symbolic Name — Symbolic name of a zone member (only shown if zone member is
logged into the switch).

Member Name — Name of the zone member. This is typically the WWPN of the
attached device but could also be the WWPN of the switch port or the WWNN of
the attached device. It could also be in the “Domain, Port” format or “switch wwn,
port” format.

Alias — User-defined alias associated with the zone member.

Is Logged In — Identifies if the end device is a member of a zone and logged into
the fabric.

Interface — Identifies the interface on the switch where the end device is logged in.
Partition ID

= B-series: If Virtual Fabrics (VF) are enabled, this field displays the VF ID for
each VF defined on the switch. If not enabled, this field is set to 128.

= MDS: This field shows the VSAN ID.

FABRICS

PRDConfig

PRDConfig

PRDConfig

PRDConfig

PRDConfig

2 zone members ]

Active Configuration Zone Name Symbolic Name Member Name Alias Is Logged In Interface Partition...

VFABRIC ZOMES ATTACHED DEVICES VIRTUAL MACHINES COMPONENTS @ LICENSES

PrdSQL_IOP063182_V1

M [67] "Emulex LPe12002-E. 10:00:00:00:C9:9D:EQ: PrdSQL_182_hba0 Yes 3/0 128

PrdSQL_IOP063182_V1

M [98] "SYMMETRIX:00019 50:00:09:73:98:03:C5: VMAX_240_FA_10_1 Yes 3/16 128

PrdSQL_IOP063182_V1

M [61] "Emulex LPe12002-E 10:00:00:00:C9:9D:EOQ: PrdsQL_182_hbal Yes 3/ 128

PrdSQL_IOP063182_V]

M [98] "SYMMETRIX::00019, 50:00:09:73:98:03:C5.... VMAX_240_FA_1D_2 Yes 317 128

PrdSQL_IOP063182_VM [61] "Emulex LPe12002-E 10:00:00:00:C9:9D:E0. PrdsQL_182_hba2 Yes 32 128

Attac

hed Devices (Connectrix)

The Attached Devices tab lists out various information for devices that are physically
attached to the switch.

WWPN — Worldwide Port Name of the attached device

Symbolic Name — Symbolic name of the attached device (only shown if the zone
member is logged into the switch).

Zoned - |dentifies if the attached device is a member of the zone that is present in
the active configuration.

Interface — Identifies the interface on the switch where the end device is logged in.

Speed (Gbps) — Speed that the attached device negotiated with the switch during
the login process.

Partition ID

= B-series: If Virtual Fabrics (VF) is enabled, this field displays the VF ID for
each VF defined on the switch. If not enabled, this field is set to 128.

= MDS: This field shows the VSAN ID.
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FABRICS VFABRIC ZONES ATTACHED DEVICES VIRTUAL MACHINES COMPONENTS @ LICENSES
41 attached devices M

WWPN Symbolic Name Zoned Interface Speed (Gbps) Partition ID
10:00:00:00:C9:9D:E0:31 [61] Emulex LP&12002-E FY1.11A5 DV12.0.0.2. HN:iop063182. OS:Linux Yes 3/0 32 128
10:00:00:00:C9:9D:E0:32 [61] "Emulex LPe12002-E FY1.11A5 DV12.0.0.2. HN:iop063182. OS:Linux Yes an 32 128
10:00:00:00:C9:0D:E0:33 [61] "Emulex LPe12002-E FV1.11A5 DV12.0.0.2. HN:iop063182. OS:Linux Yes 3/2 22 128
10:00:00:00:09:9D:E0:34 [61] "Emulex LPe12002-E FV1.11A5 DV12.0.0.2. HN:iop063182. OS:Linux Yes 3/3 32 128
10:00:00:00:C9:9D:E1:31 [50] “Emulex LPe12002-E FV1.00412 DV7.2.32.002 10P063182 Yes 3 32 128
10:00:00:00:C9:9D:E1:32 [50] "Emulex LPe12002-E FV1.00A12 DV7.2.32.002 10P063182 Yes /5 32 128

Attached Devices (Ethernet Ports) (PowerSwitch)

The Attached Devices tab for PowerSwitch lists each of the devices attached to the
Ethernet ports of the switch.

COMPONENTS ATTACHED DEVICES (ETHERNET PORTS)

6 attached devices [1]
Local Port ID Remote Hostname Remote Port ID Remote Chassis ID Remote Management IPv4 Remote Management IPvé
ethernet1/1/33 switch1 eth3 f4:e9:d4:e8:b9:cd 10.134.149.19 feB80:4/64
ethernet1/1/35 switch2 ethd f8fz1eatbe2e 10.134.149.19 1001:1:1:1:20¢:29ff:-fe54:c853/..
ethernet1/1/36 switch3 ethz fafz1eb1:24:30 10.134.149.20 100:1/64
ethernet1/1/37 switch4 eths 90:e2:baee49:15 10.134.149.21 fe80:20c:29ff:fe54:¢c853/64
ethernet1/1/44 switchS eth2 90:e2:ba:f0:7b:2c 10.134.149.22 fe80::20c:29fffe54:c8bc/64
mgmt1/1/1 swiab3-maa-tor-D5 ethernet1/1/6 d8:9e:f3:b5:5¢:20 10.134.149.23 fe80::20c:29ff-fe54:c852/64
e Local Port ID — The Port ID of the switch.
¢ Remote Hostname — Hostname of the attached device.

e Remote Port ID — Port ID of the attached device.

e Remote Chassis ID — Chassis ID of the attached device.

¢ Remote Management IPv4 — Management IPv4 address of the attached device.
¢ Remote Management IPv6 — Management IPv6 address of the attached device.

Virtual Machines

The Virtual Machines tab (Connectrix only) shows virtual machines residing on ESXi
servers that are connected to the switch.

Name — Name of the virtual machine.

Network Address — IP address of the virtual machine.

Operating System — Operating system installed on the virtual machine.
vCenter — Hostname of vCenter managing the virtual machine.

ESXi — Hostname of ESXi server hosting the virtual machine.

Cluster — Name of ESXi Cluster hosting the virtual machine.
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FABRICS VFABRIC ZONES ATTACHED DEVICES VIRTUAL MACHINES COMPONENTS @ LICENSES

11 virtusl machines

Name T Network Address Operating System vCenter ESXi Cluster
Market Research_VM16_1 10.1.16.1 Red Hat Enterprise Linux 5 (64-bit) 10.0.0.100 LocalESX4 Market Research Cluster
Market Research_VM20_1 10.1.20.1 Red Hat Enterprise Linux 5 (64-bif) 10.0.0.100 LocalESX4 Market Research Cluster
10.178.0.1 Red Hat Enterprise Linux 5 (64-bit) VC-Test-27T42L.infra.lab TD_ESX_2 Test Cluster
10.0.7.243 Red Hat Enterprise Linux 5 (64-bit) VC-Test-27T42L.infra lab TD_ESX_1 Test Cluster
Test_VM1_2 10.178.1.2 Red Hat Enterprise Linux 5 (64-bit) VC-Test-27T42L.infra.lab TD_ESX_1 Test Cluster
Test_VM2_; 1017827 Red Hat Enterprise Linux 5 (64-bit) VC-Test-27T42L.infra lab TD_ESX_2 Test Cluster
Components

The Components tab lists out the system hardware for both Connectrix and
PowerSwitch.

e Type — The type of component installed in the chassis.
e Slot/Unit — Location of the component in the chassis.

e State — For optics, this field provides the strength of the optical signal being
received. For other hardware components, this field provides the operational state
of the component.

e Part Number — Part number of the component.
e Serial Number — Serial number of the component.

¢ EOSL Date (Connectrix only) — Identifies components with upcoming End of Life
(EOL) and End of Support Life (EOSL) dates.

FABRICS VFABRIC ZONES ATTACHED DEVICES VIRTUAL MACHINES COMPONENTS @ LICENSES
69 components [
Type T Slot/Unit State Part Number Serial Number EOSL Date
Blade (sw blade) 3 enabled 60-1003200-09 FDU3243N00J -
Blade (sw blade) 8 enabled 60-1003584-07 GQV9247LL1B °May 5,2025
Fan 1 ok 60-1003203-04 DY This module will reach EOSL (End of Support Life) by May 5,
2025.
Fan 2 ok 60-1003203-04 0 LEARN MORE
Fan 3 Faulty 60-1003203-04 DYL3ULIMUZM =
Power Supply 1 ok 23-0000161-01 DUC2M51LOWA -
Licenses The Licenses tab (Connectrix) provides information about the licenses on each switch.

e License features — List of features for each license for B-Series and name of the
license feature for MDS.

e License key (B-Series) — Key used to install the license.
e Expiration date — Expiration date of the license.
e Capacity (B-Series) — Count of the additional ports that are allowed.

e Count (MDS) — Sum of base license ports and additional assigned ports if smart
license is disabled. The additional ports that are assigned to the switch if smart
license is enabled.
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Capacity
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Licenses used — applicable for Ports on Demand switch port licenses for B-
Series. Applicable only for PORT_ACTIV* or FC_PORT_ACTIV* switch ports for
MDS.

FABRICS

4 licenses

License Features

Trusted FOS (TruFOS) Certificate

Extended Fabric, Trunking, FICON_CUF...

Inter Chassis Link (ICL)

Integrated Routing Ports on Demand

VFABRIC ZONES ATTACHED DEVICES VIRTUAL MACHINES COMPONENTS @ LICENSES

License Key Expiry Date Capacity Licenses Used

FOS-87-0-04-11210730 Nov 29, 2022 - -
P7NKOFF7YLWNmMKSSDCEF7BRZKT4... - - -

gLI3WM7QKLMHYFAYLB3tQHaSNXm. - 64 -

gPfQZDLSDIKaXtFANIKI7TRHaNIGM. - 100 -

The Capacity tab for a switch provides port usage details for both Connectrix and
PowerSwitch. The upper left portion of the view shows a breakdown of the ports on the
switch broken down by Online, Offline, and Error status. The Ports by Type bar charts
show a filtered list of ports broken down by port type. For Connectrix, the Nodes Attached
bar charts show a breakdown of attached nodes by Host Ports, Storage Ports, and Switch
ports. The bottom of the page displays a filtered list of ports based on the filters selected
in the top half of the page. The following columns are displayed at the bottom of the page:

Interface — Location of the port, shown as slot/port number. For Connectrix, it is
also a hyperlink which directs user to port performance charts.

Alias/Description — Switch port alias, if defined.

State — Status of the switch port.

Licensed — Shows whether the port is licensed, not licensed, or N/A for directors.
Protocol — Protocol configured for the switch port.

Switch Port Type — Logical configuration of the switch port. Possible values include
F_PORT, N_PORT, E_PORT, Unknown, or Disabled for FC ports. Set to Unknown
for Ethernet ports.

Port Mode (PowerSwitch only) — Logical configuration of the interface, such as
Access or Trunk.

Trunks (B-Series)/Simple Channel (MDS) — Value of trunk or port channel if the
physical port is being aggregated.

Partition ID (Connectrix only)

= Brocade: If Virtual Fabrics (VF) are enabled, this field displays the VF ID for
each VF defined on the switch. If not enabled, this field is set to 128.

=  Cisco: This field shows the VSAN ID.

Attached Node Type (Connectrix only) — Describes the device attached to the
switch port.

Attached Device (Connectrix only) — Worldwide name of the attached device.

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment

129



Connectrix and PowerSwitch details

Capacity tab for Connectrix:

B Production SAN Extension  connectrix £0-DcX6-48 | EAF300M001 [} Launch Switch Element Manager
7] Health [ Inventory Capacity [ performance
All Ports
Click chart/legend to ffte list
- Ports by Type Nodes by Type
Eom Host
Storage I
Total Ports F Switch I
150 HostNvide  —
UNKHOWH. - e— StoregeNVM:  IE—
Al « Online offline « Faulty EPot  FPort  Unknewn Host Storage switch Host-NVMe
150 a 100 s 2 32 10 17 8 2 &
Storage-NVMe
8
Filtered: 44 of 150 Ports m
Interface Alias / Descrip. state Licensed Protocol SwitchPortType  Trunks Partition ID AttachedN.. ,  Attached Device
3/40 - online N/A Fe E_Port - 128 Switch SRDF LINK -1
341 - online N/A FC EFort 5 128 Switch PRODUCTION
s VMAX_240F..  Online N Fo F_Port - 128 Storage-NVMe  5000:0973:98
an7 VMAX_ 240 F online NA FC F_Port - 128 Storage-NVMe  50:00:09:73:98
ans VMAX 240 F online NA FC F_Port - 128 Storage-NVMe  50:00:09:73:98
3ns VMAX_240_F Online NA FC F_Port - 128 Storage-NVMe  50:00:0973:98
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Performance

Capacity tab for PowerSwitch:

Connectrix and PowerSwitch details

m Production PowerSwitch South

] Health E Inventory

All Ports

8 Capacity

Click chart/legend to filter ist

All
20

20 Ports

Interface

ethernet1/1/31

ethemet1/1/32

ethernet1/1/33

ethernet1/1/34

ethemet1/1/35

ethemnet1/1/36

= Online = Offline

10 10

Alias/Description

Mot Available

Not Available

Not Available

Not Available

10SBETH

t0SBETH

847148U-ON | TSREX001

W] Performance

State

OFFLINE

OFFLINE

OFFLINE

ONLINE

ONLINE

ONLINE

E_PORT

Protocol

Ethemet

Ethemet

Ethemet

Ethemet

Ethemet

Ethemet

F_PORT
8

unknown
10

Port Type

Unknown

Unknown

Unknown

Unknown

unknown

Unknawn

(=

Port Mode

ACCESS

ACCESS

ACCESS

ACCESS

TRUNK

TRUNK

The top section of the Performance tab for Connectrix switches is Object Activity, and it

displays the top ports contributing to Utilization, Errors, and Congestion sorted by their 24-
hour average. Showing the top objects first allows the user to quickly identify ports using
the most resources and experiencing the most errors in the last 24 hours.

The user can scroll down to see 24-hour charts for the following Connectrix switch
performance metrics:

o Utilization — The percentage of system bandwidth in use. This value represents the
percentage of transmit bandwidth being used across all switch interfaces.

e Congestion — The sum of all “time spent at zero transmit” counters across all switch
interfaces.

e Errors — The sum of all bit error counters across all switch interfaces.

e Link Resets — The sum of all Link Reset primitives that have been either transmitted
or received across all switch interfaces.
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E Production SAN Extension connectrix Eo-0cxe-48 | EAF300M001

A Health E3 Inventory = Capacity [ Performance

Object Activity
Utilization Errors
Object 24 hour Trend Average Object 24 hour Trend Average
o 991 L_182_hbal 3 Errors/s
9 959% PrdsQL_182_hbal 2.9 Error.
922%  PrdSQL_182_hbaZ 2.7 Error
89.9%  PrdSQL_182_hba3 2.6 Error
862%  PrasQL_182 hba4 2.5 Error
- 2 3 4 5 J - 2 3 4 5

7} Launch Switch Element Manager

Viewing data from the last 24 hours GO TO ALL METRICS =

Congestion

24 hour Trend

o o

0192

0184

0176

0.169

Highlighting an area in any of these performance charts shows the top five port
contributors to that performance metric during that time period in the Most Active tab on
the left side of the chart. The Best Match tab lists the ports with the most closely matched
shape during the selected period. The ports listed in the left side of each chart are
hyperlinks that direct the user to port-level performance charts. Performance anomaly

detection is supported in each of these performance charts.
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Utilization @

Click on a point, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can result in a longer than usual wait
time to display results.

1200 1400 1 2200 15.2ul 0200 0400 06:00 08:00 1000
[C] Object Activity <1% Jul 14,2024 1515
19:35 Jul 14,2024 - 22:30 Jul 14,2024 @ Utilization <%
Historical Seasonality <1%-<1%
MOST ACTIVE BEST MATCH
————= <%
Production SANE. <1%
Object Name Average
1%
PrdsQL_182_hba0 <1%
PrdSQL_182_hba1 <1% %
PrdSQL_182_hba2 <1%
PrdsqL_182_hba3 <% Alay 0%
PrdSQL_182_hbad <% A Average <1% Maximum <1% Minimum <1% - Anomaly /] HIGH
Errors B

Click on a point, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can result in a longer than usual wait
time to display resufts

Metric . 1400 16:00 1800 2000 2200 15.3ul 0200 0400 06:00 08:00 1000
Errors
e S 20M/s
Historical Seasonality
Anomaly
10M/s
5M/s
0/s
Average 248.564 k/s Maximum 14.317 M/s Minimum 5187 /s = Anomaly /M HIGH

Congestion B

1200 14:00 16:00 18:00 20:00 22:00 15, Jul 0200 04:00 06:00 08:00 1000

20
Metrie kzeroThcred
/s

Congestion 15
KZeraTuCred
s
Historical Seasonality 10
KZeroTutred
Anomaly N
kzeroTutred

0
ZeraTxCredit

Average 2.98 kZeroTxCredit/s Maximum 13.81 kZeroTxCredit/s Minimum 1.39 kZeroTxCredit/s - Anomaly T HIGH

Link Resets @

Click on a paint, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can result in a longer than usual wait
time to display results.

1200 1400 16:00 18:00 20:00 2200 15, Jul 0200 0400 06:00 08:00 1000
Metric 02 1Rere

Link Resets

Historical Seasonality 0.15LRs/s
Anomaly
0.1 1LRs/s
0.051Rs/s
LR
Average 0.009 LRs/s Maximum 0.137 LRs/s Minimum 0 LRs/s = Anomaly T* HIGH

PowerSwitch devices show 24-hour charts and performance anomalies for the following
performance metrics:

e Error — The Bit Error Rate across all switch interfaces.

e Utilization — The percentage of transmit bandwidth being used across all switch
interfaces.

e CPU Utilization — The percentage of CPU usage over the selected time period.
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e Memory Utilization — The percentage of memory usage used by various processes
running on the switch.

Note: Performance metrics required minimum of OS10 version 10.5.3.2. Memory utilization
requires a minimum of OS10 version 10.5.4.

Wiewing data from the last 24 hours

Error
1200 15:00 1200 200 T.aun ozo0 oxo w00
Error
s
Historical Seasonality
5 EEI
B Anomaly
Average 0.211 BER Maximum 0.567 EER Minimum 0 EER = Anomaly ‘T HIGH
Utilization

Meetric N 1200 1500 1800 om0 Jun o=oo o] o
Utilization

Historical Seasonality

B aromsy P M f \\ANJM&W.MI‘%[H\A—

Average «1% Maximum <1 % Minimum 0% = Anomaly /T HIGH

CPU Utilization
Metric . 1200 15:00 18:00 00 1. dun =00 0500 o900
CPU Litilization

Historical Seasonality

D | N B [N 11

Average 177.9% Maximum 4.4 k% Minimum 0% = Anomaly ‘T* HIGH
Memory Utilization
Memory Utilization N
Historical Seasonality
B3 Aromaly
o% LS
Average <1 % Maximum <1 % Minimum 0% = Anomaly T HIGH
Switch port Users can access port-level performance metrics for Connectrix switches. Select the port
details — from the Interface column in the Switch Capacity page or select the port hyperlink in the
Performance top object activity shown in the previous section. Port-level performance metrics are

shown in the following charts:
e Interface Statistics
= Utilization
= Congestion Ratio
* Bit Errors

= Link Resets
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= Class-3 Discards

= CRC Errors

e Throughput
e Congestion

= Congestion Ratio

= Time at Zero Tx Credit
e Bit Errors

e Link Resets
[&a] Production SAN Extension > PrdSQL_182_hba3

D Performance  w opiics

Interface Statistics

Ni Mh ﬁ‘ ""}E."ﬂ WM M | Mﬂ
= il WW V'WMWM w’Ll N‘ «'M l’v WWWWM \

Congeston e

Time 2t Zero Tx Credit

Bit Errors

Average 0182 k8ER Masimum 171 kEER Minimum 1994 KEER = anomaly /] HiGH

Link Resets
Link Resets
prees
- WWWMWMWMMMWW
Average 923,007 LRe/e Maximum 3229 kLRs/s Minimum 32.26 LRe/s = anomaly 7 HIGH

Users can access PowerSwitch port performance by selecting the port name hyperlink in
Interface column of the Switch Capacity tab. PowerSwitch port performance charts
include 24-hour charts for the following:

e Utilization
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Switch port
details — Optics

e Bit Errors

e Throughput

== Production PowerSwitch East > ethernet1/1/31

[l Performance

@ Past 24Hours

Utilization
Metric 1500 1B:00 2100 27 o
1%
urilization
Historical Seasonality
- MWWWMMMNWMMW
Average <1% Maximum 1% Minimum 1% -+ Anomaly ‘T HIGH
Bit Errors
Metric 1500 1800 21:00 22 Avg
0 Mis
Bit Ermors

Historical Seasenality

o |

Average 248564 k/s Maximum 14.317 M/s Minimum 5157 /3 - Anomaly * HIGH

Throughput
Metric L1500 1800 21:00 22 fug
Throughput

Historical Seasenality

- MW\WWWWAMWMMW

Obps

Average <1 bps Maximum <1 bps Minimum <1 bps - Anomaly T HIGH

The Optics tab for Connectrix switches provides various property information about the
optic on the top of the page and graphs the historical and predicted Tx power at the
bottom of the page. The chart provides the working and failure zones and the predicted
time until failure, giving users the ability to plan ahead and take mitigating measures to
address expected failures.
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[®a] Production SAN Extension > PrdSQL_182_hba3

o Performance =2 Optics
Interface fc/3/38 optics Type 326 SW SFP
Optics Serial Numbe: 3T972568R35 Optics Rx Power 752.28 rx-power (W)
Optics Part Number 96988520501 Optics Tx Power 525 pw
Optic Prediction Predicted Date to Fail Jun 24, 2022
From 3 months ago M To Predicted Failure M

Warking Zone Failure Zone  — Current Tx Power Min Tx Power Req -~ Forecast Tx Power Confidence Range

Hyperconverged infrastructure systems details

Introduction Infrastructure Observability supports VxRail HCI systems, APEX Private Cloud Services,
and APEX Hybrid Cloud Services. The HCI tab in the various multisystem views has been
discussed earlier in this paper. This section describes the information provided in the
system details view for an HCI cluster. Each cluster has the Health, Inventory, Capacity,
and Performance tabs. Each tab provides the Launch vCenter hyperlink to easily go to
vCenter for more detailed information or to make configuration changes. The details of
each tab are presented below.

HCI system The Health tab for HCI clusters is similar to other systems. The Health Score is

details — Health determined by monitoring issues in the following categories: Components, Configuration,
Capacity, and Performance. Each issue provides a recommended remediation or link to
an applicable knowledge base article. Health Score history is also supported for HCI
clusters.

Dell APEX AlOps Infrastructure Observability: A Detailed Review 137
A Proactive Monitoring and Analytics Application for the Dell Environment



Hyperconverged infrastructure systems details

A Health

Health Issues

& Inventory & Capacity @ Performance

B Dell Mart - Mega Market Boston, MA  vxrail Ess0| 23+BvK20000000

[} LAUNCH vCENTER

Components is the top health check category impacting Dell Mart - Mega Market Boston,

MA's health score.

Total Issues 4
- — .
B components status in vCenter Server.
2 2days ago c3-esx03.racke09 local: Host health - Error. An error was detected on this ESXi host. See detailed
Configuration v status in vCenter Server.
Capacity v -20 2 days ago Over 75 Percent of Hosts within Cluster is CPU usage - Red.
Performance v Resolution:
Please reference KB 198308
HCI system The Inventory tab provides various cluster attributes at the top half of the screen,
details — including the serial number, cluster ID, location, site, version, various vCenter information,
Inventory and contract information. The bottom half of the window contains the following tabs:

Hardware and Datastores. The Hardware tab provides views for Hosts, Disks, Power
Supplies, and Version Information.

B Dell Mart - Mega Market Boston, MA  vxRail E560 | 23HBYK20000000 1

7] Health Inventory £ Capacity [ll Performance
Identification Location Management
Serial #/ PSNT 23HBYK20000000 Location Providence, RI vCenter Server
Cluster ID 523f5813-Oeat-eeff-e5a0-84. Site Name ACME Remote Site 1 FQDN vCenter Server
Total Hosts 3 site ID ACME Remote Site vCenter License Type
Cluster Type VSAN 2 node Stretched cluster VSAN Datastore Sharing 7]

VSAN License Type

Version Information Status
vCenter Version 8.0.0-20519528 Contract Expiration  Oct 24,2030
VxRail System Version  7.0.350-20392956 Last Contact Time Fri, May 31 2024, 3:38:46 PM.
HARDWARE DATASTORES

View Hosts -

3Host
Hostname /- Appliance Serial..  Model Service Tag Version Capacity DiskType  Location Site Name
c3-esx01.rack... 23HBYK20000..  VxRail E560 23HBYK4 7.0.3-19193900 - Boston, MA ACME Remote ..
c3-esx02rack 23HBYK20000 VxRail E560 23HBYKS 7.0.3-19193900 - Boston, MA ACME Remote
c3-esx03rack 23HBYK20000 VxRail ES60 23HBYKS 7.0.3-19193900 - - -

[} LAUNCH vCENTER|

[ velustero35vesa
velusterd35-vesa.racke
Standard

None

Enterprise

Site ID Chassis Serial #

- C400JFK

- G400JFK

- C400JFK

Hardware — Hosts

The Hosts view lists the appliances that make up the cluster and their model, service tag,
and version.
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HARDWARE DATASTORES
View Hosts -
3 Hosts M
Hostname T Appliance Serial #/ PSNT Model Service Tag Version
c3-esx01.racke0d.local 23HBYK20000000 VxRail ES60 23HBYK4 7.0.3-19193900
c3-esx02.racke08.local 23HBYK20000001 VxRail E560 23HBYKS 7.0.3-19193900
c3-esx03.racke0d.local 23HBYK20000001 VxRail ES60 23HBYKS 7.0.3-19193900

Hardware - Disks

The Disks view provides a listing of the hard drives in the cluster. This tab includes the
ESXi host, slot and enclosure, serial number, and firmware. The capacity and datastore
are also listed.

HARDWARE DATASTORES

View Disks v

6 Disks ju]
Hostname T Siat Enclosure Protocol Model Serial Number VersionNumber  Manufacturer Capacity (GB) Datastore
c3esOlrac.. 0 0 sas PXO6SMBO7OX  25HBSGES AS10 TOSHIBA 34816  VxRailVirtual-
c3esOlrac.. 1 0 SAS PXOSSMBOT1X  25HBS6G4 AS10 TOSHIBA 34816  VxRailvirtual-
c3esx0Rrac. 0 0 sas PXOSSMBO72X  25HBS6GS 810 TOSHIBA VRl Virtuak SAN Datestore 3307 s

9C13-4108-8247-164482487384

clesd2rac.. 1 0 sas PX06SMBOT3X  25HBS6G6 AS10 TOSHIBA 34816 VxRailVirtual-
c3-esx03rac.. 0 0 sAS PXOSSMBO74X  25HBS6E7 AS10 TOSHIBA 34816  VxRailvirtual-

Hardware - Power Supplies

The Power Supplies view displays each power supply along with its location, serial
number, part number, and version.

HARDWARE DATASTORES
View  Power Supplies -
4 Power Supplies M
Appliance Serial # / PSNT 1 T Power Supply 2 T Slot Serial Number Part Number Version Number
23HBYK20000000 Power Supply 1 1 V074103PSUSNO00 0CMPGMAO1 04.08.26
23HBYK20000000 Power Supply 2 2 V074103PSUSNOO1 0CMPGMAO1 04.08.26
23HBYK20000001 Power Supply 1 1 V074203PSUSNO00 OCMPGMAO1 04.08.26
23HBYK20000001 Power Supply 2 2 V074203PSUSNOO1 0CMPGMAO1 04.08.26

Hardware - Version Information

The Version Information view provides the version information for the different objects
on the system.
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HARDWARE DATASTORES

View Version Information -

3 Hosts M
Hostname T ESXi Dell PTAgent BI0S BMC BOSS Boot Device Expanded Back... CPLD HBA
c3-esx01.racke.. 7.0.3-19193900 2527 2122 5.100.10.20 25133024 N201DL43 335 107 16.17.01.00
c3-esx02.racke. 7.0.3-19193900 2527 2122 5.100.10.20 25133024 N201DL43 335 107 16.17.01.00
c3-esx03.racke. 7.0.3-19193900 2527 2122 5.100.10.20 25133024 N201DL43 335 107 16.17.01.00

Hardware — Data Processing Unit

The Data Processing Unit view displays the DPU details of each node in the system.

Datastores
The Datastores tab provides capacity utilization information for each of the datastores on
the cluster.
Name Type 4 Used (%) Free Capacity
HCI system The Capacity tab provides a capacity forecast chart on the top of the page. As with other
details — systems, the chart displays the predicted full date along with a confidence range. The time
Capacity range of the chart can be changed using the “From” and “To” drop-down menus. The

bottom of the page displays a simple horizontal bar chart showing the breakdown of Total,
Used, and Free capacity on the cluster.
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Hyperconverged infrastructure systems details

B Dell Mart - Mega Market Boston, MA  vxrai esso | 2a+evikzoo00000 [ LAUNCH MyVxRail
- .
A Health & Inventory S Capacity m Performance
Capacity Forecast Predicted Date to Full Jun 21, 2022
From 3 months ago - To  Predicted Full M Actual Growth per Month (227 TB) 25.3 % of Total

28 Feb 7. Mar 14. Mar

50.9TB

455TB

Free T Used Total

Total capacity 90.00 TB

W Physical Used 73.10 TB Free 16.90TB

-~ Forecast Used Confidence Range

28 Mar 4 Apr 1. Apr 18 Apr 25 Ape 2 May 9. May 16 May 23. May 30, May 6.Jun 13 Jun 20, Jun

The Performance tab provides 24-hour charts of CPU, Memory, Disk, Networking
utilization, and Power consumption on the system. Clicking the Host Metrics Report link
creates a custom report on CPU, memory, disk, and networking utilization for each host in

the VxRail cluster.
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B Dell Mart - Mega Market Boston, MA vxrai essn| 23Hevk20000000

[} LAUNCH vCENTER

Performance

A Health © Inventory & Capacity
Viewing datz from the last 24 hours E HOST METRICS REPORT
CPU Utilization
Metric 16:00 1600 20:00 00 7. Nav 02:00 04:00 0800 0a:00 10:00 1200 14:00

cPU (Utilization)

IR M P S NN

0%
Average 7.5% Maximum 10% Minimum 5% = Anomaly -/ NONE
Memory Utilization
Metric 1600 1600 20:00 2200 7. Nav 02:00 0400 0800 0a:00 000 1200 14:00
15%
Memory (Utilization)
0%
5%
0%
Average 7.6% Maximum 12% Minimum 3% = Anomaly -/ NOME
Disk Utilization
Metric 16:00 1800 20:00 12:00 7-Nov 02:00 04:00 0800 ae:00 10:00 1200 14:00
&0 Bps

Disk (Utilization)

Networking Utilization

208ps

LETS

Average 35 Bps

Maximum 427 Bps

Minimum 294 Bps.

-+ Anomaly -/ NONE

hstric 16:00 1800 2000 200 Nar 02:00 0400 00 as:00 10:00 1200 1400
a0Bps
Metworking (Utilizstion)
anEss
2Eps
08
[
Average 14Bps Maximum 20.9 Bps Minimum 35.5Bps = Anomaly -/ NONE
Power Consumption
Metric 1200 15:00 18:00 21:00 8. Sep 03:00 06:00 09:00
Ikw
Power (Consumption)
o N 2kW
Historical Seasonality
Anomal;
y o
ow

Server details

Introduction

Average 304 W

Maximum 2.3 kW

Minimum 196 W

- Anomaly “T* HIGH

Infrastructure Observability supports the monitoring of PowerEdge servers and modular

chassis through a plug-in to OpenManage Enterprise. The multisystem views for servers
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Server details

have been discussed earlier in this paper. This section documents the available
information in the system details page for a PowerEdge server. Each server has the
Health, Inventory, and Performance tab, and will have a Cybersecurity tab if that feature is
enabled. Each tab provides a link to view the server in OpenManage Enterprise. The
details of each tab are described in the following sections.

Each tab also provides an Actions menu. If remote operations are enabled in
OpenManage Enterprise, and the Observability user has a role of Server Admin, then that
user can perform maintenance actions on the PowerEdge system. These actions include
blinking the LED to help locate the server in the data center. Users can also perform
power control operations such as power on, power off, and shutdown. The sync device
option refreshes the server to retrieve the latest data for inventory, health, alerts, and
cybersecurity.

B WIN-SYS02PES6

ACTIONS -~

Blink LED
LED On
LED Off
Power Control
Power On y
Power Off
Power Cycle System (Cold Boot)
System Reset (Warm Boot)
Graceful Shutdown
Other Actions

Sync Device

Observability provides the Proactive Health Score for each server monitored by
Observability. Only the Components category is used to calculate the health score for
servers. As with other systems, each health issue identified in Observability has a
corresponding recommended remediation. Servers also have a System Alerts tab to allow
the user to quickly see any alerts that are potentially impacting the system health. The
Health Score History is tracked at the bottom of the page to help identify recurring issues.
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ACTIONS ~

iDRAC Health Status

Health =

/0

POOR

HEALTH ISSUES

B WIN-SYS02PE86 roweredge Mxa4oc | AMX18PE

E Inventory

[ VIEW IN OPENMANAGE ENTERPRISE}

@ Critical Power State @on

Management IP [£198.51.100.86

[li Performance © Cybersecurity

Components is the top health check category impacting WIN-SYS02PE86's
health score.

SYSTEM ALERTS

PowerEdge
system details —
Inventory

Total Issues 2

B Components 2 issues

20 -30

B Components 1dayago FANO029: Fan 5 is either removed, incorrectly installed, or not present.

Resolution:

Install the fan at the next scheduled service

-10 1dayago TMPO0120: The system inlet temperature is greater than the upper warning threshold
Health Score History
From May 26,2024, 1:5510PM ¥ [5] To Now > @&
Health Changes
May 27 TZ00 May 28 1200 Way 23 TZ00 May 30 TZ00 May 31 200 May 30, 2024, 1:55:10 PM
/ . @ 2 new issues, 0 resolved issues
| P e
75 | ay 28,2024, 1:55:10P
- @ 0 new issues, 0 resolved issues
50 5, 202 5
90) 1 new issue, 0 resclved issues
25
L

The Inventory page provides configuration, firmware, contract, and license information for
the server. The top half of Inventory provides various attributes about the server including

operating system name and version, memory and CPU information, and Chassis
information.
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V-
7] Health E Inventory [l Performance © Cybersecurity
Status Identification Location
IDRAC Health Status @ critical Asset Tag MiResearch-173 Site Name ACME Round Rock
Power State D off Service Tag ATY7D85 Site ID ACME Round Rock
Contract Expiration ©Nov7,2025 iDRAC DNS Name drac-aty7d85.devops.acme.com Datacenter Round Rock, TX
Last Contact Time Nov 6, 2022 Express Service Code 12349876184 Location Details Marketing Analytics Lab, 42, 18, 31
MAC Address 01005E:90:10:42
Management 0S Information Hardware
Management IP ©198.51.100.173 05 Name Windaws Server 2012 R2 Model PowerEdge MX740c
OME IP Address 4198.51.100.104 05 Version 63 Processor Summary 2 Processors: Intel(R) Xeon(R) CPU E5-263
OME Collector RR-Site OME Hostname WIN-O2PET73 Total Memory 16068
Chassis Information
Chassis Health @ok
Chassis Name ML Research Chassis 02
Chassis Service Tag AMXTOPE
Chassis Slot Name slot1
Chassis Slot

The bottom of the page has the following tabs: Hardware, Firmware, Licenses, Contract,
and Management Info. A Virtual Machines tab is available and populated for servers
running ESXi. Virtual machine information requires discovery of vCenter using the
Observability Collector. See Appendix A: Enabling Infrastructure Observability at the
system for additional details.

Hardware

The Hardware tab has an additional drop-down menu to view information for the following
components:

o All Hardware

e Device Card Information
e FC Ports

e FRU

¢ Memory Information
¢ Network Devices

¢ Physical Drives

e Power Supplies

e Processors

e Storage Controllers
e Storage Enclosures

e Virtual Flash
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HARDWARE FIRMWARE LICENSES CONTRACT]

View  All Hardware -

All Hardware
st Details

Device Card Information

| 16.0 GB total
FC Ports
ol 5 1 Storage Enc|
FRU
2P 5
@ Memory Information Qwersupp)
9 Network Devices Drives 2 Physical Dri
L] Physical Drives 8 1 Storage Cor
@ ok Processars 2 processors,
-N/A Device Cards 3 Device Card
-N/A FRU 1 Field Replag
Firmware

The Firmware tab lists out BIOS and Firmware versions, installation dates, and latest
available versions.

HARDWARE FIRMWARE LICENSES CONTRACT MANAGEMENT INFO
4 firmware entries VIEW IN SYSTEMUPDATES 1y
Component Name Software Type Version Install Date Raw [l Compliance Message [l
Backplane 0 FRMW 426 May 31,2023, 2:04:00 PM H 410
BIOS BIOS 1.6.11 March 2, 2024, 1:04:00 P... H 10
BIOS BIOS 1.02 May 31,2023, 2:04:00 PM |z
BIOS BIOS 3.02 May 31,2023, 2:04:00 PM © 21
Licenses

The Licenses tab shows various information about the license including the status, the
license type (perpetual or evaluation), a description, license expiration (for evaluation
licenses), and the Entitlement ID.

HARDWARE FIRMWARE LICENSES CONTRACT MANAGEMENT INFO
1 license [l
Status Type Description Expiration Entitlement ID
& Unknown Perpatual IDRACT Express License - FN-1504441295
Contract

The Contract tab shows support contract information. This includes Status, a description,
the contract type, and start and end dates.
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HARDWARE

1 contract

Status

© Active

FIRMWARE

LICENSES

CONTRACT

Service Level Description

Prosupport Plus

MANAGEMENT INFO

Start Date

Wed, 31 May 2023 18:03:59 GMT

[#} VIEW ON DELL SUPPORT SITE [j

Expiration

Sat, 31 May 2025 18:03:59 GMT

Management Info

The Management Info tab provides the IP Address, MAC Address, Name, and DNS
Name of the iDRAC. There is also a hyperlink to launch the iDRAC management URL so
that users can quickly go to the iDRAC and perform any necessary remote management
tasks.

HARDWARE FIRMWARE LICENSES CONTRACT MANAGEMENT INFO VIRTUAL MACHINES

1 management agent M

IP Address MAC Address Name Management Url DNS Name

198.51.100.150 01:00:5E:90:10:53 SYSMGMT-ML-LABS [ https://198.51.100.150/ idrac-af27hth.devops.acme.com

Virtual Machines

The Virtual Machines tab is visible for servers running ESXi and lists out various
information about each VM including name, IP address, operating system, vCenter name,
and ESXi Cluster.

HARDWARE

virtual machine

Name

Prod_VM3

FIRMWARE

LICENSES

Network Address

10.0.21

CONTRACT

MANAGEMENT INFO

Operating System

Red Hat Enterprise Linux 5 (64-bit)

VIRTUAL MACHINES

vCenter

10.0.0.100

Cluster

IDRAC.AP4BXNR local

The Performance tab provides 24-hour charts for key performance metrics including:
e CPU Usage
e Memory Usage
e SYS Usage
e System Board 10 Usage
e CPU Temperature
e System Inlet Temperature
e System Net Airflow

e Power Consumption

Each chart provides the average, minimum and maximum values of the metric during the
time period. Performance anomalies are highlighted in the charts as dark blue shaded
areas. Configuration changes are identified with blue rectangles along the X-axis. Clicking
the rectangle opens a window that provides details about the configuration change. The
following is an example of the CPU and Memory Usage chart.
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?] Health = Inventory

(@) Past 24 Hours

CPU Usage
Metric
CPU Usage
Historical Seasanality
Anomaly

Configuration Changes

Memory Usage
Metric
Memory Usage
Historical Seasonality
Anomaly

Configuration Changes

[il] Performance

Forecast

@ Cybersecurity

Viewing data from the last 24 hours

PROCESSOR DETAILS

18:00 21:00 22. Aug 03:00 06:00 0%:00 1200 15:00

 —

Maximum 75% Minimum 10% - Anomaly A HIGH

MEMORY DETAILS

18:00 21:00 22 Aug 03:00 06:00 03:00 12:00 15:00
100%
50%
0%
{—
Average 29.3% Maximum 95% Minimum 10% + Anomaly ‘M HIGH

Note: Available metrics vary based on license type, hardware, and firmware levels. See the
CloudIQ for PowerEdge section of the OpenManage Portfolio Software Licensing Guide for

additional details.

Observability also provides performance forecasting charts for PowerEdge. The
forecasting charts are available for:

e CPU Usage

e Memory Usage

e System Usage

e 10 Usage

Observability uses predictive analytics to understand the historical trends and usage and
determine when these resources will reach their maximum value. By identifying when a
resource will be fully used, Observability helps with workload planning, allowing users to
plan to add additional resources to a server or migrate certain workloads to lesser used

systems.
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PowerEdge
system details -
Cybersecurity

Server details

[] Performance

] Health E Inventory ® cybersecurity

Past 24 Hours @ Forecast

CPU Usage Forecast Predicted Date to Maximum: Aug 23, 2023

From 3 months ago M) To  First Predicted Maximum = p=

22 May 20 May 5.Jun ER 9. Jun 26.3un 3. Jul 10, 1l 1720 243l 31 7.4ug £ Aug

TTcPuUsage  — Maximum CPU Usage Forecast

Memory Usage Forecast Predicted Date to Maximum: Sep 7, 2023

From 3 months ago M &) To  First Predicted Maximum = (=)

22 May 29. May 5.0 E 9. Jun 26.Jun 3. Jul 10.3ul 7. ol 200l 31, u 7. 809 4 Aug 21.4ug 28 Aug

T Memory Usage  — Maximum Memory Usage Forecast

The Cybersecurity tab is available for PowerEdge servers and chassis that have
cybersecurity collections enabled in OpenManage Enterprise. The Security Assessment
tab provides the risk level of the system, a summary of the cybersecurity issues and
severities, and a chart showing the percentage of enabled tests in the evaluation plan.
There are two tabs at the bottom of the screen: Cybersecurity Issues and Evaluation Plan.
The Cybersecurity Issues tab lists the active issues along with the recommended
remediation and the time the issue was identified.
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@] Health  E Inventory  [i] Performance @ Cybersecurity
SECURITY ASSESSMENT SECURITY ADVISORIES
System Risk Level Cybersecurity Issues Evaluation Plan
23 Total © Medum 18 R
@ ‘] OOc 310f 31 tests
L 5 »
0 Last24hours o Selected
High
CYBERSECURITY ISSUES EVALUATION PLAN
23issues
Severity Issue Creation Time
> & Medium Active Directory Certificate validation is di 1 hour ago
v 4 Medium iDRAC Web Server is not using TLS 1.2 or 5hours ago
Description: Creats
iDRAC offers three TLS pratocol versions for secure web server connections. TLS 1.2 is the most secure configuration and should be used whenever Aug 22 2023, 02:18:46 PMUTC
possible. TLS 1.0 is discouraged and is available only for backward compatibility.
Note: Security Control Family
System and Communications Protection

TLS 1.0 is removed from iDRAC firmware 4.40.00.00 and later. By default, IDRAC is configured to use TLS 1.1 and higher. You can configure iDRAC to
use any of the following Evaluation Test

+ TLS1.02and higher (old firmware) IDRAC Web Server has TLS 1.20r TLS 1.3

+ TLS1.12nd higher enabled

+ TLS1.2and higher

+ TLS1.2and higher
Learn More, Learn More2, Learn More3
Remediation:
The TLS protocol can be configured as part of the Web Server settings through the iIDRAG interfaces

The Evaluation Plan tab lists the possible tests and the status of each test:
e Notin Plan: The test is not part of the evaluation plan.
e Deviation: The test is enabled, and there is an active issue.
e OK: The test is enabled, and there are no active issues.
e Not Supported: The test is not supported.

o Not Applicable: The test is for a capability that depends on another capability that is
disabled.

o Not Evaluated: The test is for a system with a disabled evaluation plan or for a
system with an enabled evaluation plan, but the test has not yet been run.

The Details icon shows the test description and in instances where there is an active
deviation, it shows the recommended remediation.
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Y ISSUES EVALUATION PLAN
31 evaluation tests
Evaluation Tests Status Last Detected Detalls IP Blocking is enabled

Iesue: vied,

el IP Blocking is disabled

The Security Advisories tab lists any Dell Security Advisories that are applicable to the
server or chassis. Selecting the View Article link directs the user to the corresponding
knowledge base article for the DSA.

£ Health E Inventory il| Performance Cybersecurity
SECURITY ASSESSMENT SECURITY ADVISORIES
Impact
00 A10 o4 0
critical High Medium Low
Advisory ID Impact 2 Synopsis Type Component Updated 1 Action
DSA-2023-014 A High DSA-2023-014: Dell P.. Server BIOS Jul 18, 2023 12:00:00.. [A View Article
DSA-2023-134 A High DSA-2023-134: Secur. Server BIOS Jun 30, 2023 12:00:0 @ View Article
DSA-2023-097 o Medium DSA-2023-097: Secur. Server BIOS Jun 26,2023 12:00:0 @ view Article
DSA-2022-161 0 Medium DSA-2022-161: Dell P.. Server BIOS Jun 23,2023 9:08:01 ... [B View Article
DSA-2023-096 A\ High DSA-2023-096: Secur.. Server BIOS Jun 19,2023 12:00:0.. 4 View Article
DSA-2022-204 A High DSA-2022-204: Dell P... Server BIOS Mar 14,2023 4:51:32 [A View Article
. L a— e e e - e F _— . M
Introduction Infrastructure Observability includes the ability to monitor PowerProtect DD series backup

storage systems and PowerProtect Data Manager. This section describes the current use
cases for each.

PowerProtect DD There are at least four tabs available on the system details page for PowerProtect DD:
Health, Inventory, Capacity, and Performance. The Cybersecurity tab is available for
those PPDD systems that have cybersecurity collections enabled in DD System Manager.
The “Launch DD System Manager” hyperlink is available on each tab to allow users to
quickly go to the element manager in circumstances where additional detailed information
is needed. The details available in each tab are presented below.
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PowerProtect DD system details — Health

All five categories are supported for determining the health score of each DD system. As
with all other systems, each issue has a recommended resolution and the health score
history is available at the bottom of the page.

H dd-lab-071 opssoo| apmoo172712073 [} LAUNCH DD SYSTEM MANAGER

Health Inventory 1 Capacity il Performance Cybersecurity

Capacity is the top health check category impacting dd-lab-01's health score.

Health Issues

Total Issues 1
Components - -20 15 hours ago  Capacity threshold has exceeded 80% of the total cloud tier capacity
Configuration N Resolution:
Free space in the specified tier or unt by deleting unneeded items and running cleaning on the tier. If items cannot be
= Capacity deleted, storage must be added to the appropriate tier. If you need assistance recovering space, contact your
contracted support provider. To purchase additional storage, please contact your Dell EMC sales representative or
Performance v channel partner.

Data Protection

Health Score History

From May 14,2024, 90939 AM  ~ 75 To Now v @
Health Changes
May 16 May 16 May 20 Way 22 May 24 May 26 WMay 28 May 30 Jun 1 Juns 2,204, 9P
| - . 80) 1 new issue, 0 resolved issues
|
f |
/ \ s e
g L 2024, 9:09:39 A
@ 0 new issues, 1 resolved issue
50 May 14, 2024, A
80) 1 new issue, Oresolved issues
25
e

PowerProtect DD system details — Inventory

The top portion of the Inventory tab provides various attributes including the serial
number, model, site, location, version, and contract information. The bottom of the page
contains the following tabs: Services, Replication, MTrees, and Disks. Each tab is
discussed below.
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E dd'lab'01 DD9800 | APMO0172712073

Inventory

[ LAUNCH DD SYSTEM MANAGER]

Health & Capacity [l Performance Cybersecurity
Hostname dd-lab-01.hopkinton. dell.com Version 7.9.0.0-1010208 Last Contact Time Jun 32024, 12:13:45 PM UTC
Contract Expiration Nov 11,2030 Location Hopkinton, MA
Contract Number 1 Site Name ACME Headquarters
Service Plan ProSupport 4HR/Mission Critical Site ID ACME Headquarters 01
SERVICES REPLICATION MTREES DISKS 9services (M
Service Status
CIFS @ Enanled
Cloud @ Enabled
DDBoost @ Enabled
Encryption @ Enabled
File System @ Enabled
High Availability @ Enabled
NFS @ Enabled
Services

The Services tab provides a listing of the various services running on the system along
with their status.

SERVICES REPLICATION MTREES DISKS 9 services [
Service Status

CIFS @ Enabled

Cloud @ Enabled

DDBoost @ Enabled

Encryption ﬂ Enabled

File System @ Enabled

High Availability @ Enabled

NFS @ Enabled

Replication

The Replication tab provides a listing and status of the replication sessions on the
system. This information includes the source and destination, the state, the time of the
last sync, and amount of remaining data to replicate from the source to the destination.

SERVICES REPLICATION MTREES DISKS 2 replications M

Source Destination State Synced As Of Time Remaining(GB)

mtree://dd-1ab-01 hopkinton.dell.com/data/col1/finance mtree:/fcorpbkup.hopkinton.dell.com/data/cal1/repl_dest_finance @ Normal Fri, Dec 18 2020, 9:55:00 PM UTC 124

mtree://dd-1ab-01.hopkinton.dell.com/data/cel1/payroll mtree:/fcorpbkup.hopkinton.dell.com/data/col1/repl_dest_payroll @ Normal Fri, Dec 18 2020, 9:48:00 PM UTC 0.0

MTrees

The MTrees tab lists each of the configured MTrees, Storage Units, Virtual Tape Library
(VTL) Pools, and so on, with the logical used, physical used, and compression factor for
the last 24 hours.
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SERVICES REPLICATION MTREES DISKS 3MTrees (1
Last 24 hours
Name - Logical Used(GB) Physical Used(GB) Compression Factor
/data/cel1/finance 217.6 308.3 0
Jdata/col/payroll 1201 198.5 0
/data/cal1/backup 2.8 11 25
Disks

The final tab is the Disks tab. Each disk is listed with its slot, model, firmware, serial
number, capacity, and type.

SERVICES REPLICATION MTREES DISKS 139 disks [
Disk 1" Slot Manufacturer/Model Firmware Seial Number Capacity(TB)  Type

1 0 M500DC400-MTFDBAKS... 0154 1711164A8586 03 SATA-SSD

12 1 MS500DC400-MTFDBAKS. . 0154 1711164A5B00 03 SATA-SSD

13 2 MS500DC400-MTFDBAKS. . 0154 1711164A5656 03 SATA-SSD

1.4 3 MS500DC400-MTFDBAKS. . 0154 1711164A5B25 03 SATA-SSD

2.1 0 HITACHI H4SMR328_CL... s142 TAVOJ17X 07  SASSSD

210 9 HITACHI H4SMR328_CL... s142 74VOLBOX 07  SASSSD

211 10 HITACHI H4SMR328_CL... s142 TAVOHT1X 07  SASSSD

PowerProtect DD system details — Capacity

The top of the Capacity tab displays the Capacity Forecast chart with the historical
available and used capacity and the predicted used capacity with the confidence range.

B dd-lab-01  boosoo | apmoni 72712073 [} LAUNCH DD SYSTEM MANAGER
f Health E Inventory B Capacity [l Performance
Capacity Forecast Predicted Date to Full: Feb 18, 2023
From 3 months ago M5 To Predicted Full M5 Actual Growth per Month  (22.4 T8) 4.6 % of Total
15. Aug 29 Aug 12 Sep 26.5ep 0.0ct 24 0ct 7. Now 21 Now 5 Dec 19 Dec 2 Jan 16 Jan 30 Jen 13 Feb
7276TB
§457TB
.
363.87TB
819TB
0B
Available T used Total - Forecast Used Confidence Range

The bottom of the page breaks down the physical and logical capacity on the DD system.
The left side of this view displays horizontal bar charts for Active Tier and Cloud Tier
Capacity. A third chart shows the total of active and cloud tier capacity. Each chart
provides the total, used and free capacity. The amount of cleanable storage is also
displayed as well as the reduction percentage and compression factor.

The right half of this view provides a doughnut chart of total logical storage broken down
between local and cloud. This page allows users to gain insight into the capacity utilization
on the system and savings due to reduction and compression.
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Active Tier Capacity 491.8 TB Storage Usage Logical Storage 679.7 TB

M Physical Used 145.5 T8 Available 346.3 T

Cleanzable 08 Reduction 83.6% Compression 6.1x 679 7
. TB

Total
Cloud Tier Capacity 272.7 TB

M Physical Used 2200 T8 Available 51.8 T8
1 Local 419778

Cleanable 0B Reduction 15% Compression 1.1x . Cloud 260.0TB

Total Capacity 764.5TB

M Physical Used 366.4 TB Available 398.1 TE

Cleanable 0B Reduction 57.4% Compression 2.3x

PowerProtect DD system details — Performance
The Performance tab provides 24-hour performance charts for the following metrics:
e Pre-compressed Write Throughput
e Pre-compressed Read Throughput
e Incoming Pre-compressed Replication
e Outgoing Pre-compressed Replication
e CPU Usage
¢ Replication Streams Count (incoming and outgoing)
e Streams Count (reads and writes)

An example of the first few charts is shown below.
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B dd-lab-01 oosson | apmoo172712073

1 Health E Inventory =] Capacity m Performance

Pre-comp Write Throughput

Metric 1500 18:00 1.00
7153 MBps
Pre-comp Write Throughput
4768 MBps
238 4 MBps
0Eps

Average 221.8 MBps

Pre-comp Read Throughput

Metric 1500 18:00 1:00
95.4MBps
Pre-comp Read Throughput
715
27MEps
23.8MBps
0Eps
Average 2.3 MBps.
Incoming Pre-comp Replication
Metric 1300 18:00 21.00
585.9 KBp:
Incoming Pre-comp Replication
5 KBps
3 Keps
0Eps

Average 317.5 KBps

[} LAUNCH DD SYSTEM MANAGER

Viewing data from the last 24 hours

Maximum 649.4 MBps Minimum 64.7 MEps

May 9:00 1200
Maximum 70.8 MBps Minimum 0 Bps

May 9:00 1200
Maximum 522.2 KEps Minimum 0 Bps

PowerProtect DD system details — Cybersecurity

The Cybersecurity tab provides the cybersecurity risk level for the PPDD system. When
a cybersecurity issue is identified, the recommended remediation is provided for each
issue. The Evaluation Plan tab lists out the status of each of the possible configuration

tests.
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E dd-lab-05  bo9soo| eLmppv24ssTRW [ LAUNCH DD SYSTEM MANAGER
Health Inventory Capacity ill Performance Cyl)ersecur\ty
SECURITY ASSESSMENT
System Risk Level Cybersecurity Issues Evaluation Plan

A Hion -
W Total 73 % 8of 11 tests
@ Medum - Selected
0 Last24 hours Low 1
CYBERSECURITY ISSUES EVALUATION PLAN
1issue
Severity Issue Creation Time
- Low External key manager is not used 7 hours ago
Description Created
The DD system supports external key managers by using the Key Management Interoperability Protocol (KMIP) and centrally manages encryption keys in a single, Jun 32024, 06:33:23 AM UTC

centralized platform.
When applicable, keys will be pre-created on the key manager. External key management is supported on both Active Tier and Cloud Tier storage.
Security Control Family
Systems and Communication Protection
Remediation: '
Enable external key manager.

Evaluation Test
For details on how to configure external key manager, please refer to the "Setting up KMIP key manager” section of the Admin Guide and the "KMIP Integration Guide" e

Use extemal key manages

PowerProtect In addition to PowerProtect DD, Observability can monitor instances of PowerProtect Data

Data Manager Manager. This allows users to see reports from Data Manager directly in the Observability
Ul. We saw earlier that instances of PowerProtect Data Manager are displayed in Data
Protection tab in the multisystem view for Inventory. Selecting an individual instance of
Data Manager directs the user to the details page which has four tabs: Summary,
Inventory, Protection, and Compliance. Each tab is discussed below.

PowerProtect Data Manager details — Summary

The Summary tab allows the user to quickly see status and resource information for the
protection environment. The Data Protected section provides total amount of protected
and unprotected assets with their capacity.
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Dev Backup PowerProtectDM | ELMPPD101806Q6 [} LAUNCH POWERPROTECT DATA MANAGER

® % Gompli
& Summary Inventory Protection [ Compliance

U Data Protected U Asset Top Offenders

F 19 1.2TB 17 664 199.7TB
Protected Assets Capacity Unprotected Assets Capacity 3
o 021 02 UTH
U Protection Summary Last 24 Hours -
Primary Replication Cloud Tier Cloud DR
1
@ Critical 1 0 0 0
Warning 3 1 0 0
@ Success 20 4 3 1
¢ Compliance Summary
OutofCompliance Q 0B Incompliance 16 1.0 TB

Cloud Tier

Cloud DR

Backup Replication

€ Outof Compliance [1} [1}

@ InCompliance 16 0

The Protection Summary section summarizes the number of assets that are protected
within a specified time range. The last 24 hours is the default time range, but this can be
changed to either last 3 days or last 7 days. The status is critical if all protection activities
failed during the selected time range. Warning means that the asset has both failed and
successful protection activities. Success means all protection activities completed
successfully. The assets are grouped into one of the following four backup categories:
Primary, Replication, Cloud Tier, and Cloud DR.

The Compliance Summary section displays the number and percentage of assets in
each of the four backup categories that are in and out of compliance with their protection

policy.

The Asset Top Offenders section lists those assets with the most consecutive failures.
For those assets, a link to the asset details page is available. The asset details page
shows the status of the last backup and the protection history of the asset. Users can filter
the Protection History table by time range, status, or activity.
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ppdmdev > Mssqldev33

Asset Name mssqldev33 System ppdmdev Active Policy Bronze ® Enabled

Asset Type VM Asset Host 5qldev33. e

Protection Summary

@ Asset
mssqldevas

5 ) Primary Backup & | Cloud Tier g7 Replication
pRdmday Fs ppdmdey. T ppdmrepl s
© Last backup: 3/29/21.3:19 PMUTC Last backup: nane Last backup: none

Last successful: nane

Protection History

Y Filtered: — of 10 Activities M
Details Protection Type Status Start Time ‘Completion Ti... Duration Initiated By Transfer Rate
Clear All X
Time Range (UTC) 3 Primary ecrmcs\ Thu, Apr 1 20.. Thu, Apr120.. 00:00:03 ADHOC -
Primary a Critical Thu, Apr 120... Thu, Apr 1 20. 00:00:03 ADHOC -
@ Primary Q Critical Thu, Apr 120... Thu, Apr 1 20. 00:00:03 ADHOC -
Status o] Primary € Critical Thu, Mar 4 20. Thu, Mar 4 20 00:00:03 POLICY -
Critical
y‘;ﬂ Primary Q Critical Tue, Feb 16 2. Tue, Feb162.. 00:00:03 POLICY -
Success
Activity @ Primary € Critical Sat, Feb 13 2. Sat, Feb13 2. 00:00:03 POLICY -
Primary
Primary € Critical Fri,Feb 5202.. Fri, Feb 5 202.. 00:00:03 POLICY -
Replicate
Cloud Tier el Primary € Critical Thu, Feb 4 20... Thu, Feb 4 20.. 00:00:02 POLICY -
Cloud DR
o (o] Primary € Critical Thu, Feb 4 20... Thu, Feb 4 20.. 00:00:03 POLICY -
Promote
e Primary € Critical Mon, Feb 12.. Mon,Feb12.. 00:00:03 POLICY -

PowerProtect Data Manager details — Inventory

The Inventory tab shows various configuration information at the top of the page. The
bottom of the page has three tabs: Asset, Storage, and Audit.

Asset

The Asset tab shows the assets discovered by PowerProtect Data Manager along with
the host, asset type, active policy, and status of the most recent backup.
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E Prod Backup PowerProtectDM | ELMPPD1018JVK6 [ LAUNCH POWERPROTECT DATA MANAGER
(% Summary @ Inventory ) Protection [ compliance
IPv4 10.0.40.25 Version 19.10.0-19 Last Contact Time about 1 hour ago
Protected Assets 19 Protected Capacity 1278 Location Round Rock, TX
Unprotected Assets 664 Unprotected Capacity 197TB Site Name ACME Headquarters
Assets Out of Compliance Site ID ACME Headquarters 01

Assets in Compliance

ASSET STORAGE AUDIT
4 Assets M

Asset T Host Asset Type Active Policy Primary Status Replication Status Cloud Tier Status Cloud DR Status
mssgl17.hr.prd Sqlsny]7 s VM GoldPolicy - - - -

TestVM7 Idpdb017 == WM 29Policy - - - -

TestVM5 Idpdb01 7.7 VM 29Policy - - - -

TestVM16 Idpdb014 === WM 29Policy - - - -

Storage

The Storage tab shows the storage systems available to PowerProtect Data Manager
systems. The model and total and available capacity are listed for each system.

ASSET STORAGE AUDIT
2 Storage Systems ]
Storage System Name T Storage System Type Model Version Total Capacity Available Capacity
corpbkup Protection Storage Syste. DD9%00 7405671620 181.7TB 5232TB
ha-test-cfl-p0 Protection Storage Syste. DD&800 7405671620 X56TB 796TB
Audit
The Audit tab aggregates the audit information from each of the PowerProtect Data
Manager systems. It provides a list of changes on the system, time of the change, the
user that made the change, the changed object, and the old and new values.
ASSET STORAGE AUDIT
18 Audit Logs M
AuditType T Changed At Change Descripti... Changed By Object Changed Previous Values New Values Hote
PROTECTION Mon, Aug 9 202... Adhoc backup tr... admin Prod Backup_Ar... - CentOS8.0_LVM... -
SYSTEM Maon, Aug 9 202... The status of th... admin features - - -
PROTECTION_... Mon, Aug 9 202... ‘3" asset(s) has/... admin [SearchData01, [SearchData01, .. - -
PROTECTION_... Maon, Aug 9 202... NAS asset sourc. admin Unity-Prod.=*+** Unity-Deev.*=*** - -
PROTECTION_... Mon, Aug 9 202... Protection Polic... admin Prod Backup_N.. Prod Backup_N... - -
PROTECTION_... Mon, Aug 9 202... 3 asset(s) unass.. - 'Prod Backup_N... SearchData02, S.. - -
PROTECTION_... Thu, Aug 5 2021 Protection Polic admin Prad Backup_N.. true false -
PROTECTION_... Thu, Aug 52021... Protection Polic... admin Prod Backup_N.. false true - M

PowerProtect Data Manager details — Protection

The Protection tab provides additional details of the protection status for each asset. This
tab includes the following:

e Asset name and the host on which it is running
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o Assettype (VM, Database, File System, VMAX Storage Group, or Kubernetes)
o Name of the active protection policy
e Status of each protection activity for the asset

A dash indicates that protection activity is not configured for the asset.

B Prod Backup rowerFrotectom | ELMPPD10180VKS [} LAUNCH POWERPROTECT DATA MANAGER

(& Summary E Inventory U Protection [Z5 Compliance

4 Assets th

Asset Host Asset Type Active Policy Primary Status Replication Status Cloud Tier Status Cloud DR Status
mssql17.hr.prd sqlsry17 e VM GoldPolicy ocr\hca\ QSuEEess - -
TestyM7 Idpdb011. 44+ VM 29Policy @ Success @ Success - -
TestVM5 Idpdb011. 44+ VM 29Policy @ Success @ Success - -
TestVM16 Idpdb0 4. ¥+ VM 29Policy @ Success @ Success — —

PowerProtect Data Manager Details — Compliance

The Compliance tab displays details of each asset’s compliance for each configured
activity to the defined service level agreements in the protection policy. This tab includes
the asset name and the host on which it is running, the asset type, the active policy, SLA
name, activity type, status, and the number of failed objectives.

B Prod Backup powerpratectom | eLmpPDT012.vK [ LAUNCH POWERPROTECT DATA MANAGER
(S Summary [ Inventory J Protection [Fs Compliance

8 Activities M
Details Asset Host Asset Type Active Policy SLA Name Activity Status Failed Object.. 1

@ - TestVM12 Idpdb016.***** VM 59Palicy 59BackupSLA Protect Failed 1

E| - TestVM13 Idpdb016.***** VM 59Palicy 59BackupSLA Protect Failed 1

rp| - TestVM12 Idpdb016.***** VM 59Palicy 59CloudTierSLA Cloud Tier Success 0

[]p| - TestVM12 Idpdb016.***** VM 59Palicy 59PromaotionSLA Promotion Success 0

TestVM12 Idpdb016.***+* M 59Palicy 59ReplicationSLA Replicate Success 0

TestVM13 Idpdb016.***++* VM 59Policy 59CloudTierSLA Cloud Tier Success 0

TestVM13 Idpdb016.***+* VM 59Policy 59ReplicationSLA Replicate Success 0

rp| - TestVM13 Idpdb016.***** VM 59Palicy 59PromaotionSLA Promotion Success 0

For instances where there is a compliance failure, the Details button provides additional
information. This information includes the failed objective, the error code, the reason, and
remediation.
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Failed Objectives for TestVM12 x

Failed Objective
Recovery Point
Error Code
CPLEDDOZ
Reason

No copies found for protection stage between [Mar 21, 2021 08:00:00 PM UTC] and
[Mar 23, 2021 12:00:00 AM UTC]

Remediation

.Please check whether protect job succeed and copies generated for this asset.

Converged Systems details

Introduction

Converged
System - Health

Infrastructure Observability can monitor VBlock and VxBlock Converged Systems.
Converged Systems component information is displayed in the Health and Inventory
views under the CONVERGED tab. The Health category is available for the storage
components of the system and only if the storage component is registered in
Observability.

The Lifecycle menu provides the various milestone dates for each of the components in
the Converged System. It also has a Service Contracts page and a Cl Code Compare
page. Each of these areas is described in the following sections. Selecting the Converged
System hyperlink from either the Health or Inventory multisystem view opens the system
details page.

Selecting the system name hyperlink for the Converged System from the Inventory menu
opens the system details page. The top of the system details page provides information
similar to what is displayed in the multisystem view. The bottom of the page has up to
seven tabs: Health, Overview, Compute, Storage, Networking, Virtualization, and
Management for more detailed information.

Note: Users can onboard VMware, Connectrix, and Storage components of a VxBlock individually
to use other Observability features described in this document.

The Health tab provides a proactive health score for the system. The health score is
determined by the storage in the system. The health score is based on the lowest health
score of all the storage systems associated to the converged system. The storage
systems must be configured to send data back to Observability independently from the
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Converged System. As with other systems, recommended remediations and health score
history are available.

Capacity

B VXBLOCK V70FN4013002FOUR  vxe-1000 | v70FN4013002FOUR [} LAUNCH CONVERGED MANAGEMENT SOFTWARE
Managed By Embedded AMP vCenter Version 67.0 Last Contact Time Thu, May 20 2024, 10:26:47 PM UTC v
Expiration Sept 30,2023 Location Mariborough, MA

Site Name ACME Headauarters
Site ID ACME Headquarters 01
A Health 5E overview 7 Compute E Storage 5. Networking [0y Virtualization o) Management
7 O Capacity is the top health check category impacting VXBLOCK V70FN4013002FOUR's health
POOR score.

Health Issues

Total Issues 2 S Capacity 1 issue

Components ’ -30

Configuration v

Performance

Data Protection v

12 hours ago % Effective Used Capacity threshold exceeded for SPR SRP_1 PowerMax_2500

Resolution:

Please Check your SRP Effective Used Capacity Threshold Setting in Unisphere is set correctly. If additional storage is required
for you SRP please contact Dell EMC.

Converged The Overview tab provides a high-level view of the components, software, and firmware
Systems — versions that make up the converged system. The components include storage,
Overview networking, compute, and AMP (management).

e Storage — Listing of the types of storage arrays in the Converged System along

with the names and firmware versions of the arrays.

Networking — Listing of the LAN and SAN switches in the Converged System along
with switch model, name, and firmware version.

Compute — Listing of compute resources including the fabric interconnects per
domain, chassis information, FEX information, and server profiles.

AMP - Details of the storage array, managed applications, and server profiles for
the Advanced Management Pod (AMP).
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Converged
Systems -
Compute

B VXBLOCK V70FN4013002FOUR  vxe-1000] v70rn4012002F0UR [ LAUNGH CONVERGED MANAGEMENT SOFTWARE
Managed By Embedded AMP ¥Center Version 670 Last Contact Time Thu, May 30 2024, 10:26:47 PM UTC v
Expiration Sept 30,2023 Marloorough, MA

ACME Headquarters
ACME Headquarters 01
02 Overview - - - _
A Health B Overview i Compute Storage Networking [ Virtualization Management
UCS Domain All Domains . » COLLAPSEALL | [ v EXPANDALL | B
Storage” v
Model Unity 650F XtremiO HW X2-R PowerMax_2500
Name Production X2R:3Brick HR_Remote
Version 4209433914 620481 6079.124.0
Networking v
Function SAN SAN C0B-LAN 00BLAN Lar
Mode! MDS-9132T DS-C9396T-K9 N3K-C31108TCV N3K-C31108TC-V N9t
Name Dev SAN VXBFRAZ1-M-0306TB qalab.dellcom  VXB-FRA2I-N-31108-Alabdel.com  VXB-FRAZI-N-31108Blsbdellcom  VXE
Version 8.4(1) 8.3(2) 7.0(3)7(6) 93
>
[fll| Compute >
AME >

The Compute tab provides information about the UCS servers in the Converged System
and their resources. There can be up to four tabs under computer including server
profiles, fabric interconnects, chassis, and fabric extenders (FEX).

Server Profiles — Provides number of Cisco UCS servers aggregated by server type and
the number of UCS blade and rackmount servers. Also displays server profile information
including profile name, number of servers in each profile, type of UCS server, and
software version running on the server. The details of each profile can be opened and
displays information in the following tabs: Summary and Servers.

e Summary — Displays hardware and software information about the profile including
the operating system, storage, and MLOMs and mezzanines.

e Servers — Displays the location, serial number, hostname, and CPU information for
each server in the server profile.

Fabric Interconnects — Provides the number of each type of fabric interconnect switch
and the number and type of each of UCS server. Also displays a list of FI switches
including the switch name, model number, fabric connected to the FI, UCS manager
version of the FI and the FI serial number. The details of each FI switch can be opened
and displays information in the following tabs: Summary, Configuration, Ports, and
Hardware.

e Summary — Displays versions of Cisco switch operating system and UCS software
running on the FI switch.

e Configuration — Displays number of ports for each role, including server, LAN, and
SAN uplink ports. Also displays LAN and FC aggregate bandwidth for LAN and
SAN ports, respectively.

164 Dell APEX AlOps Infrastructure Observability: A Detailed Review

A Proactive Monitoring and Analytics Application for the Dell Environment




Converged Systems details

e Ports — Displays port information including connections, port speed, and port role.
The user can filter the port list.

e Hardware — Displays hardware information about FI switch including number of fan
bays, number of fans and number of power supplies.

Chassis — Displays information about the UCS Chassis including the number of each
type of UCS Blade servers and the number of used and available slots in the chassis.
Also displays high-level chassis information including the UCS domain, chassis name,
and serial number. The details of the chassis can be opened and displays information in
the following tabs: IOMs and Hardware.

e |OMs - Displays the chassis model, serial number, number of active links,
aggregated bandwidth, and firmware version for each IOM.

e Hardware — Displays number of fans, fan bays, and power supplies for the chassis.

Fabric Extenders — Displays the number of each type of UCS server connected to the
FEX. Also displays high-level information about the FEX switches including UCS domain
name, FEX name, model number, the fabric interconnect to which the FEX is connected
and the FEX serial number. The details of each FEX can be opened and displays
information in the following tabs: Configuration, Ports, and Hardware.

e Configuration — Displays humber of ports connected to UCS servers and uplinks
as well as the uplink bandwidth and aggregate bandwidth for each fabric.

e Ports — Displays port information including connections, port speed, and port role.
The user can filter by port role to see only those ports connected to servers or Fl
uplinks.

e Hardware — Displays hardware information for each FEX including name, product
ID, serial number, and software version running on the FEX. Hardware Summary
provides number of fans and power supplies for the FEX.

The following shows an example of the Server Profiles tab under Compute.

Health

SERVER PROFILES

ucs Domain All Domains -

Server Types

o
A

I |

5

Overview

Profile 1

Profile 2

Profile 3

Profile 4

[} Compute

FABRIC INTERCONNECT

Connection Models

Model Version Profile 1 Details

UCSB-B200-M5 6.7.0 SUMMARY SERVERS
UCSB-B200-M4 6.7.0
v Overview
UCSC-C220-M 6.7.0
Servers
UCSB-B200-MS5 6.7.0
Model
Server Version
Ethernet Version
Fibre Channel Version
~ Operating Emvironment
Operating Environment

Operating Environment Build

Operating Environment Ver.

Storage Networking Virtualization Management

UCSB-B200-M5

4.0(4e)

1.0.29.0-10EM 650.0.0 4598673

Version 1.6.0.50, Build: 2494585, Interface: 9.2 Built on: Mar 14 2019

VMware ESXi

13004448
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Storage

The Storage tab provides information about each storage array. Configuration and

hardware information is provided for each storage array; additional information will differ

depending on the array type.

e Configuration — Listing of software versions, firmware versions, and capacity

information.

e Hardware — Listing of drive enclosures and disks.

A Health  5F Overview

Array Types

7 Compute

Model
PowerMax_2500
Unity 650F

XtremlO HW X2-R

[ Storage

Version
6079.124.0
4209433914

6.2.0-81

5 Networking

3

All Flash

Serial #/Service tag

000296800647

FCNCH0972C32F1

UNIB210160

[T] Virtualization

0 0

Hybrid Virtual

Production Details

CONFIGURATION

Version

Capacity Available (GB)

Capacity Used (GB)

5 Management

4700433014

9869

23922

Details Name
fal HR_Remote
(o] Production
(o] X2R-3Brick
Networking

The Networking tab provides information about the network switches in the system
including role, name, model, software version, and serial number.

Opening the details about each switch provides the following tabs: Overview, Ports, and

Hardware.

e Overview — shows port breakout utilization and port usage

e Ports — shows port, port speed and connected to device

e Hardware — summary of fans, fan bays, power supplies, and power supply bays

A Health B8 Overview ) Compute

Details Role Name

LAN WXB-FRAZ1-N-9336C

) &

[ storage

-FX2-A.qa lab.dell.com

LAN VXB-FRA21-N-0336C-FX2-B.qa.Iab.dell.com
fo OOB-LAN VXB-FRA21-N-31108-A lab.dell.com
(5 O0B-LAN VXB-FRAZ1-N-21108-8.Jab.dell.com
fo] SAN Dev SAN
{2 SAN VXB-FRAZ1-M-9396T-B.ga.lab.dell.com

& Networking

Model

NIK-CI336C-FX2

NOK-CO336C-FX2

N3K-C31108TC-Y

N3K-C31108TC-Y

MDS-9132T

DS-Co396TKS

I Virtualization ) Management

Dev SAN Details

OVERVIEW PORTS HARDWARE

Port

1

fc1/8

fc1/15

fe1/19

fc1/25

fc1/31

fc1/38

Speed T

16 Gbps

16 Gbps

16 Gbps

16 Gbps

16 Gbps

16 Gbps

16 Gbps

Connected To

FRA21—FI—6332/switch—A — fc1/1

FRA21-FI-6332/switch—A — fe1/2

FRA21-FI-6332/switch—A — fc1/3

FRA21-FI-6332/switeh—A — fel/4

FRA21-FI-6332/switch—A — fc1/5

FRA21-FI-6332/switch—A — e1/6

FRA21-FI-6332/switch—A — fc1/7

Virtualization

The Virtualization tab provides information about each VMware vCenter in the

Converged System. Summary level information at the top of this view includes number of
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clusters, hosts, and datastores associated with the vCenter server. There are two tabs

under Virtualization: Summary and Clusters.

Summary — vCenter Configuration information including name of the vCenter server,
hostname, vCenter version, and workload type (AMP or Production).

Clusters — Name of the cluster, name of the vCenter managing the cluster and the data
center name. The details of each cluster can be opened and displays information in the
following three tabs: Summary, Hosts, and Datastores.

e Summary — Summary level information for the cluster and the HA or DRS

configuration.

e Hosts — Listing of ESXi hosts that make up the cluster including ESXi version,
Ethernet version, Fibre Channel version, and server type.

e Datastores — Listing of associated datastores for the cluster including datastore

name, total capacity, and free capacity.

.
Health Overview Compute Storage Networking [y Virtualization

vCenter All vCenters
Clusters Hosts

Clusters

SUMMARY CLUSTERS

g

Name vCenter Data Center

Cluster2-B200M4 fra21psc02-a.qa lab.dell FRAZ1PROD-DC SUMMARY

o [

Cluster3-B200M5 fra21psc02-a g lab.dell FRAZ1PROD-DC

Cluster

NSX_Compute

w

aa0.dell.. FRAZIPROD-DC vCenter

fol NSX_Edge b.dell FRA21PROD-DC

Data Center

Cluster
HA/DRS

Proactive HA

vSphere DRS

DRS Automation Level

Management

Datastores

12

Datastores

Cluster2-8200M4 Details X

HOSTS DATASTORES

fra21psch2-a.qa.ab.dell.com

FRA21PROD-DC

Cluster2-B200M4

off

On

FULLY_AUTOMATED

Management

The Management tab provides information about the AMP and is divided into the
following tabs: Server Profiles, Storage, Virtualization Summary, and Workload.

Server Profiles — Includes name of the server profile, number of UCS servers in the
server profile, model of UCS servers and firmware version of each UCS Blade server. The
details of each profile can be opened and displays information in the following tabs:

Summary and Servers.

e Summary — Hardware and software information about the server profile including
the operating environment, storage, and MLOMs and mezzanines.

e Servers — Displays the serial number, hostname, and memory for each server in the

server profile.
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Converged
Systems —
Milestones
Outlook

Storage — Information about the storage for the AMP including the name, model, and
operating system. The details of each storage system can be opened and displays
information in the following tabs: Configuration and Hardware.

e Configuration — Displays firmware and total and free capacity.

e Hardware — Displays number of drive enclosures and disks.

Virtualization Summary — Virtualization information about the AMP including vCenter

configuration and virtual resources.

Workload — Provides virtual machine information about the AMP including VM name,
ESXi host, VM operating system, and the running state of the VM.

Health Overview Compute Storage Networking

SERVER PROFILES STORAGE VIRTUALIZATION SUMMARY VIRTUAL MACHINES

Details profile Servers |, Model Version

®

<

Virtualization

Profile 1 Details

Profile 1 3 UCSC-C220-M4S 4.0(4e) SUMMARY SERVERS

Overview

Servers

Mode!

Server Version

Operating Environment

Operating Environment

Operating Environment Build

& Management

UCSC-C220-M48

Viware ESXi

3004448

Version 67.0

VM Cluster AMP-CORE

» G A

Observability helps provide life-cycle support for the various components of a Converged
System. The Milestones Outlook page lists out the various components that make up the
Converged System and provides timelines with the following dates: General Availability,
End of Life, End of Support Life, End of Renewal and End of Service Life.

The information provided in the timeline helps users to:

o Develop plans to order next generation of components to replace existing
components reaching their end of service life date.

¢ Determine financial needs and budget for components that require replacement in
the next 0-6, 7-12, or 12+ months.

e Schedule upgrades and hardware replacements during off peak hours that do not
impact operations.

The top of the page provides a graphical representation of the total number of
components and highlights in red the number of components reaching a milestone date
within six months. The bottom of the page provides the timelines for each component. The
Refine button allows the user to filter the information based on System Name or
Component Type. It also allows the user to select from a predefined set of life-cycle dates
or enter a custom date range. For example, to see all components with a milestone date
during 2022, enter a date range of 01/2022-12/2022 as shown below.
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Converged
Systems —
Service
Contracts

Converged
Systems - ClI
Code Compare

Converged Systems details

{3 Home
Monitor
£ Manage
% Optimize
Reports:
5 Cybersecurity

% Lifecycle ~

Milestones Outiook
Contract

€1 Code Compare

Admin v

APEX AlOps Observability

Milestones Outlook

System Lifecycle

> Vinualzation

Virtualization

> Compute

Compute

> Ccompute

@® Component Lifecycle

Milestones Outlook

Geouring @ 0tosmonths A 7ta12months @ 13+ months

Component Outlook

Model Uit Ready 1o Ship
(General Availatility)

XremiOXIDS 62085 X2 1 Dec2,2018

Vihwiare ESXi 6.7 U1 10 Mar 27,2019

vCenter Appliance 6.7 U1.. oct 15,20
Intel{R) Xeon(R) GPU E5 s -

HMALZGRTMFRINTF aug 15,200
MIB6ASKATEM1-CRC 3 a9 15,20

]

End of Primary
Support

End of
Service Life

End of Life End of Renewal

The Service Contracts page lists service contract information for both the VxBlock
system and the components of the system. Users can select between the Systems and Cl
Components view using the radio button on the top of the page. The following screenshot
shows contract information for the components. The filter allows users to refine the view
based on system ID, component type, expiration date, or a custom date range.

APEX AlOps Obs

Admin

Service Contracts

Systems

® Cl Components

DS-C9396T
f 160P
F16332-16UP

8-8200-M

Q & O ? 2
g @ nonths ths © ot
t
Serial Number Name Expiation
UN300AB! age " °
FONCH °

The Cl Code Compare page allows users to compare the current state of the code and
firmware with the selected target Converged Code Matrix (Cl certified) and highlights the
differences. This helps users identify which components of the system need to be

upgraded.
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Introducing CI

Cl Code Compare

Code Compare

Select system name and target versicn from the drop down 10 run analysis

VXBLOCK V70FN4013002F... vxB1k_7.0.11.2 RUN ANALYSIS

¥ 19 Components

| 19

LastUpdated: Thu, Aug 10 2023, 1:17:44 PM UTC

All Components

Detils  Component Group Component Type
3] Storage Unity 650F
(8 .. Storage Xuemi0 HW X2-R
2 Networking N9K-C9336C-FX2
2 Networking N9K-C9336C-FX2
3 Networking N3K-C31108TCV
2] Networking N3K-C31108TCV

as

Compute

Staws

©  Upgrade Av:
@ Upgrade Av
©  Upgrade Av

@ Upgrade Av

@  Upgrade Av

ailable
allable
allable
allable
allable

@ Uporade Aval

silable

Code Compare allows you to compare the current state of the code/firmware with the selected Converged Code Matrix (CI certified) and highlights the differences.
This wil nelp you assess i there is 2 need to make a change or upgrade fo your system

a4

Storage

Running Version

4200433914

6.2.081

2.3(1)

2.3(1)

7.0(3)17(6)

7.0(3)17(6)

as
Networking

(£} LAUNCH RCM PORTAL

X

Donit show this again

a2

Virtualization

Target C1 Code Matrix Version
53.0.0.5.120

6.4.0-36 (6.4.0-36)

103@)F

103@)F

93(12)

93(12)

VMware details

Infrastructure Observability supports integration with VMware environments. It uses a
local collector that communicates to vCenter using a read-only privilege. The collector
sends the data back to Observability through the Secure Connect Gateway.

Besides viewing VMs in the Virtual Machines tabs detailed earlier in this document, users
can search to find a VM and access the Virtual Machines Details page.

Q mr_uﬂ

[_‘D MR_VM2

[_‘D MR_VM1

Q. Results for "mr_vm"

View All Results (2)

The search results immediately provide some initial information about the VM including
name, operating system, and IP address. Selecting “View All Results” provides additional

details including vCenter, ESXi, Datacenter, and ESXi Cluster.

The search feature will find the following VM-related properties:

¢ VM name
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VMware details

e vCenter
e ESXi Server
e ESXi Cluster

e Datacenter
Selecting the VM name hyperlink directs the user to the Virtual Machine Details page.

The top of the VMware Details page contains various properties and attributes for the VM.
It includes capacity information to understand the amount of storage allocated and used
by the VM as well as vCenter and ESXi cluster information to understand where the VM
resides. The downward pointing carat in the upper right of the window will minimize this
section of the Ul.

r‘l:l MR_VM1 Lj‘ LAUNCH VSPHERE
Virtual Machine MR_VM1 vSphere Status [x} vCenter 10.0.0.100 v
IP Address 10.0.11 Power State Powered On Datacenter Round Rock Datacenter
Allocated Capacity 18.1 GB Operating System  Red Hat Enterprise Linux 5 (64-bif) Cluster Research Cluster
Used Capacity 12.6 GB 0S State Running ESXi LocalESX1
Guest Tools State  Running Collector cige.prod.emc.com
As of Apr 29,2021 3:30 AM

The bottom half of the page is dedicated to performance and storage path information.
The left side of the window displays three 24-hour charts for the following key
performance metrics: CPU Readiness (%), Active Memory (%), and Storage Latency
(ms). Performance anomalies are identified in any of the charts as shaded blue areas.
Observability identifies performance impacts on the storage latency chart with pink
shading. There is also a 24-hour chart that identifies configuration changes. Selecting a
box along the horizontal axis opens a window with details of the configuration change.
Selecting a point in the performance charts displays a window showing the values of the
historic seasonality and actual value at the selected time.

Performance  cof May 27,2022 1230 A4 Performance impacts May 26, 2022 23:55 - May 27,202201:00 ~  [IOAENE] GO TO ALL METRICS
CPU Readiness (%) END TOEND MAP STORAGE PATHS CONFIGURATION CHANGES
16
i
¢ Research Cluster Market Research

Active Memory (%) 3
i B

, B

MR_VM1 LocalEsX1 Datastore MR Netwark MR_Pool1_LUN1

Storage Latency (ms)

PPN | VTV A '

Performance Impact Possible Causes

Configuration Changes

@35 May 7 235
Historic Performance Coenfiguration
Seasonality Impact Cnanges

The right side of the window has three tabs: End to End Map, Storage Paths, and
Configuration Changes.
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End to End Map (shown above) — This tab is an interactive end-to-end map of the
following items:

e Virtual machine

e ESXi Server

e ESXi Cluster

e Datastore

o Network

e Storage Object (LUN, volume, or storage group)
e Storage System

Key performance metrics are displayed for the selected items in the map. By default, the
latest value is displayed for each metric. However, if the user selects a point in time in the
VM performance charts on the left, this view is updated to show the corresponding values
at the selected time. Users can select a time of interest in the VM performance charts and
then select various objects in the data path to view their corresponding performance
metrics.

Storage Paths — This tab maps each datastore to the storage object (LUN, volume, or
storage group) on each system. This information allows users to map different datastores
to different storage objects. If a performance impact is selected in the performance charts,
the impacted components are highlighted with a pink square.

END TO END MAP STORAGE PATHS CONFIGURATION CHANGES
Datastore Type Storage System
~ Datastore MR VMFS MR_Pool1_LUN1 Market Research
Host Adapter Fabric/Partition ID Array Adapter
10:00:00:90:FA:53:56:72 17 SPAFCPORT?7

Configuration Changes — This tab provides a summary of VM-related and infrastructure-
related configuration changes over that last 24-hour time period.

END TO END MAP STORAGE PATHS CONFIGURATION CHANGES

Last 24 Hours

VM/ESXi 2

Related Infrastructure 1 1
or; n k
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Selecting the number in the Configuration Changes view opens a window that displays
details about the configuration change or changes. This allows the user to correlate
configuration changes in the environment with potential performance impacts.

Date Property Previous Value New Value

Apr 10,2020, 9:11:00 AM Memory Size 8.0GBE 12.0GB

Apr 10,2020, 9:11:00 AM MNumber of CPU 1 2
Custom Tags
Introduction Users can enhance the collected data in Infrastructure Observability with customer-

specific metadata called tags. Tags can be used to tag systems and components with
business-specific data. Tags are entered as a Key:Value pair. For example,
BusinessUnit:Engineering is a tag where BusinessUnit is the tag key and Engineering is
the tag value. A second tag may be BusinessUnit:Finance. This example allows users to
assign different business units to various assets.

Accessing tags System level tags can be seen in any of the multisystem views. Once systems are tagged,
views can be filtered based on one or more tags. The following figure shows the
multisystem view for capacity for storage. By hovering over the tag icon in the upper right
corner of each card, the user can see the defined tags for the system.
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Editing tags

€y Home

] Monitor

Infrastructure
Virtualization
Carbon Footprint
Pools

Health Issues
Service Requests

Alerts

Manage

& m

Optimize

@

Reports

@

Cybersecurity

Lifecycle

&3

@ Admin

~

APEX AlOps Observability

Infrastructure
v
28 systems

Test_Dev
UnityV'SA | FCNCHO972C32F3

J usea
Free

157

Physical
Usable

Disaster Recovery
UNITY 400 | FCNCHO972C32F2

Provisione

Tags

Environment:Dev
ServiceLevelSilver

DataCenterMA-HOP-DC3
BusinessUnit:Services

<

68578 (52.1%)
53.17TB (40.3%)

| used
Free
Provisioned
12167 )
Physical Savings

Usable

Thin

Snapshots

overall Efficiency

Data Reduction

582 TB

8.5:1

181

12341

451

> @A

EX-Block-Boston ©

ApEX Block Storage Services | 6CC0643

| Baseuses 18578
Base Available 0TB
Subscriptions 1

Shibscribed

@ 1 25TE On-Demand Used

HR_Remote ©
PowerMax_2500 | 000296800647

| used 110.3TB (23.5%)

Free 360.4TB (76.5%)
\ Provisioned 83FB
5074w

Effective ta is only available on
Usable Sy iith a single Storage
Resource Pool.

Account Management Y
MES012 | CIQAPUT
J uses 3778 (47.6%)
Free 4078 (52.4%)
Provisioned 58TB
7 7 TB
Physical Savings
Usable Overall Efficiency 211
Thin 1.5:1
Snapshots 411
Manufacturing_Dev Y
PowerStore 3000 | RV429L63
| used 6.257TB (25.0%)
Free 18.75TB (75.0%)
Provisioned 250TB
2507
Physical Savings
Usable Overall Efficiency 1214
Thin 211
Snapshots 10.01
Data Reduction 471

Users can also switch to the list view and see them under the Tags column. When the
text in the Tags field exceeds the column width, a +X is shown where X is the additional
number of tags defined for that system. To view the additional tags, hover over the +X.

Infrastructure

28 systems

H

9999999%

Identifior Moded 10 used (T8)
FONCHOOTZCIZFS  UnityvsA 138
cauP1 MESOT2 .
ELMISLPACEF7ES .
FONCHOST2CIZF2 UNITY 400 s
000236800647 e
Rv420L63 e

ELMVXRTESTDO0

Capacity values reflect Subscribed Capacity for APEX Offerings and Physicl Cspacity of Effective Capacity for ail her storage products

capacrry ~ | sTomrace ~ v

0 Free 18)

1 usatle (T

Provisioss.  Ditaieduc..  OvoralEM.  On-Doman.
58 - 211 -
304 1
582
n
21 -
89 101 00 -

Custom tags are created and modified in the Tags page from the Admin > Tags menu
selection. The Tags page lists all configured tags and allows users to create tags, delete
existing tags, and perform the assigning and unassigning of tags to various assets.
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Custom Tags

APEX AlOps Obs I @ mem « DB o &

Show Hidden Systems (I

Spstams Votumss. Hosts Fie Systems. L e Geveps Storage Pocks

o
0
as 0 0 L 0
a
]

Clicking Create displays the create tag window. The tag key and value are entered and
then the user assigns the tags to one or more components. The following example shows
an Owner tag with a value of Jim being assigned to various storage groups on the
HR_REMOTE system.

Create X
Tags

Owner Jim @

Assign Tags
Assign a resource to a tag in order to create a tag
Storage Groups -
[ N7 | 36 Storage Groups 5 storage groups selected
Clear All x 5] Name Compliance SRP Service Level Capacity Emulation
Product Finance_SG_31 CRITICAL Finance_SRP1 Diamond 100 FBA =
> PowerMax
Finance_SG_32 MARGINAL Finance_SRP1 Bronze 100 CKD
Tags Finance_SG_33 STABLE Finance_SRP1 Diamond 100 FBA
Finance_SG_34 NONE Finance_SRP1 Diamond 100 CKD
HR_Remote_SG_11 MARGINAL HR_Remote_SRP1 None 100 FBA
HR_Remote_SG_12 MARGINAL HR_Remote_SRP1.. None 100 CKD
System Name HR Remote SG 13 MARGINAL HR_Remate_SRP1.. None 100 FBA
] HR_Remote_SG_14 MARGINAL HR_Remote_SRP1 None 100 CKD
HR_Remote_SG_21 MARGINAL HR_Remote_SRPZ.. None 100 FBA

Site

CANCEL CREATE

Tags can be assigned to any of the following assets:

e Systems
e Volumes
e Host

e VMs File Systems
e Storage Groups

e Storage Pools
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Tags are fully supported in custom reporting. By providing the ability to tag assets at
component levels, users can create custom reports that display the tags and filter the
reports on those tags. This allows customer-specific reports to be created and delivered to
appropriate individuals. Reports can be created for various business units or applications

to provide storage utilization and show back information.

Existing tags can be assigned or unassigned to objects by selecting the tag in the Tags
view and selecting the appropriate button. The following shows the Assign window for the

ApplicationName:ERP_A tag.

Assign

Tags

ApplicationMame:ERP_A

Assign

Systems
Volumes
Hosts

Vs

File Systems

Storage Groups

Strrane Ponls

Users first select the category of asset, in this case Hosts. Then they select the objects

from that category, in this example ProdAppl_Hostl and ProdAppl_Host2.

52 Hosts

= Hame
MRAppT _Has12
MRApp1_Hosid
MRApp1_Host4
B ProdApp1_Host1

ProdApp1_Host2

o

ProdApp2_Host]

Bradhrn? Hast?

System Mame

Market Research

Market Research

Market Resaarch

Production

Production

Production

B etinn

Network Address

10.0.0.27

10.0.0.22

10.0.0.23

10,0000

10.0.0011

10.0.0.12

moni1

Dperating Systemn

Windows Server 2012

Windows Server 2012

Windows Server 2072

Windows Server 2012

Windows Server 2012

Windows Server 2012

Windnwe Sarvar 2117

Initiator Protocel

The Show Hidden Systems toggle allows users to see systems that are filtered out from
their view based on the settings in Admin > Settings > Sites and Systems. See the

Infrastructure Observability administration section for details.
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Infrastructure Observability administration

In addition to using tags in custom reports, users can filter on custom tags in any of the
filter views in Observability. For example, the multisystem views can be filtered using the

tags.

Filtered: 5 of 28 systems

Clear All X

System

Product

[] APEX Block Storage for Public Cloud
[[] APEX Block Storage Services

[ APEX File Storage for Public Cloud

[C] APEX File Storage Services

Select in the “Key” field and begin typing the tag key or select the key tag from the list of
defined keys. When the key is chosen, select in the “Value” field and begin typing the tag
value or select it from the list of defined values.

Select ADD to add the tag filter.

Multiple tags can be added.

Infrastructure Observability administration

Identity
Management

The Identity Management section allows Observability administrators to set up access
controls by assigning users to predefined roles. Administrators can also initiate an
invitation to their Identity Provider (IdP) experts to become Dell Identity Admins and
federate with their IdP to enable single sign-on. When single sign-on is enabled, users
can also use SSO groups that map Observability roles to customers’ active directory
groups. This gives customers control over all Observability roles including the Standard

and Admin roles.

The administrator of an organization uses MyService360 to define the organization profile.
See KB#000183704 for details about using MyService360 for company administration.
See KB#000191817 for details about determining Admins for a company in the Dell

Support portal.

Note: When SSO groups are not enabled, MyService360 users with a company admin role are
automatically mapped to the Observability Admin role. Other users are mapped to the
Observability Standard role.
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Infrastructure Observability administration

Administrators will see four tabs in the Identity Management page: The USERS tab
provides several views of users. The Users | Manage view lists users who have logged
into Observability at least once and can be managed by the current admin user. This view
shows the username, email address, IdP, Groups, assigned roles, authentication type,
and last login. Selecting the Details icon for an individual user provides details about the
user profile and assigned roles and permissions.

Identity Management

ENABLE S50 GROUPS

USERS GROUPS  ROLES  SINGLE SIGN-ON

Actions Jim Blake

USER ACCESS

When SSO groups are not enabled, Administrators can select the Edit button to assign
roles to a user. In this case, the Admin and Standard user roles are not managed through
the Observability Ul but are determined by their status in MyService360.

Edit User X

sally Robertson
sally.robertson@acme.com
sso

4P Extornal idP
Group A

Rote Cybersecurity Viewer, DevOps, Standard

Rote 1 Description

Cybersecurity Admin Admin role for Cybersecurity funct

Cybersecurty Viewsr Viswer role for Cybersecurty funct
Devops DevOps role for sutomationelate.

Server Admin Admin role for remote server man

CANCEL
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Infrastructure Observability administration

The Admins view provides a list of users with the Admin role. This allows users to see
who they may need to contact in order to request different levels of access to
Observability.

The Advisors view shows a list of all Advisors who have been given access to
Observability. Both Admins and Standard Users can view, add, and remove advisor
access to Infrastructure Observability. Dell Advisors are members of the account team or
other Dell employees or partners whom customers want to proactively and routinely view
their systems in Observability. The purpose of this role is to assist and make
recommendations to customers to help them optimize their storage usage. Dell
employees and Partners must explicitly be provided access to Observability from the
customer. See the following KB article for details:

https://www.dell.com/support/kbdoc/000020659

To add an advisor, users click the Add Advisor button. In the Add Trusted Advisor
window, enter the advisor email address and select which site or sites to give the advisor
access, and click Add.

Add Trusted Advisor X

Advisor Information

advisor@dell.com
Enable Sites
Q search

= site Name site Location Systems

ACME Branch Office Hopkinton, MA E

ACME Headquarters Round Rock, TX 6

canees m

To remove access to an existing advisor, the user clicks the Edit link under the Actions
column for the advisor they want to remove and clicks Remove Advisor.
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Infrastructure Observability administration

Edit Advisor

Advisor Information

Enable Sites
Q search
Site Name Site Location
ACME Branch Office Hopkinton, MA
ACME Headquarters Round Rock, TX
Chicago Datacenter Chicago, IL

Systems

25

CANCEL REMOVE ADVISOR

The All Users view lists all users with access to Observability, including those users who
are not managed by the existing user logged in to the UL.

The GROUPS tab is visible to Admin users and allows the admin to assign Observability
roles to SSO groups after SSO has been enabled. The listed SSO groups are imported
from the Dell Identity Portal and were shared by the company’s identity expert when

performing the federated IdP configuration.
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Identity Management

Configure SSO Groups

@ 550 Groups are currently disabled. Users, groups and roles are not synced with your company's Directory groups (shared by the I0F).
Users not assigned to a group will not have access to APEX AIODs Qbservability.

ENABLE SSO GROUPS
USERS GROUPS  ROLES  SINGLE SIGN-ON

Assigning Roles to SSO Groups 28

When SSO groups are enabled, role assignments for users signing in on acme.com, acmetechnologies.com, acmecorp.com will only be configured through SSO group mappings. Existing role

assignments would then be replaced by SSO group assignments upon each user's next SSO sign in.

LEARN MORE
Y 6groups ]

Group T IdP Roles @ Actions
Group A External IdP DevOps, Standard Manage Assignments
Group B External IdP Admin Manage Assignments
Group C External IdP Cybersecurity Admin, Cybersecurity Viewer +1 Manage Assignments
Group D Delta IdP Admin Manage Assignments
Group E Delta IdP - Manage Assignments
Group F Delta IdP Cybersecurity Viewer, DevOps, Standard Manage Assignments

Clicking the Manage Assignments link for each group allows the Observability Admin to
assign one or more roles to the group.

Manage Assignments X
Group Group A
1dP External IdP
2 of 8 roles assigned
= Role T Description
Admin Admin role for all APEX AIOps Obs.
Cybersecurity Admin Admin role for Gybersecurity functi
Cybersecurity DevOps DevOps role for Cybersecurity func.
Cybersecurity Operator Operator role for Cybersecurity fun.
Cybersecurity Viewer Viewer role for Cybersecurity funct.
DevOps DevOps role for automation-relate.
Server Admin Admin role for remote server man.
Standard Default role for APEX AlOps Obser.
CANCEL SAVE

Note that the Enable SSO Groups button is not active until the Admin role is assigned to
at least one group. Group role assignments are aggregated so if a user is a member of
more than one group, that user receives the roles from all groups.

The ROLES tab lists out the available roles with their description and the number of
assigned users. There are nine roles in Observability: Admin, Advisor, Cybersecurity
Admin, Cybersecurity DevOps, Cybersecurity Operator, Cybersecurity Viewer, DevOps,
Server Admin, and Standard. If SSO Groups are not enabled, users with a Company
Administrator role in an organization are automatically assigned the Admin role. Users
who are not Company Administrators are automatically assigned the Standard role. These
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roles are automatically assigned based on the user’s role in their organization. This
behavior changes when single sign-on is configured and SSO Groups are enabled. When
SSO Groups are enabled, the user has full control over these roles and can assign them
to a group just like all other roles. It is important to mention that a user must have either
the Admin or the Standard role to access Observability.

The Advisor role is another role that is not managed within Observability. It is assigned to
any user that has been invited and accepted the invitation to be an advisor for the
company.

The Cybersecurity Admin role gives users access to cybersecurity related features in
Observability. These include viewing and editing policies, viewing and editing security
incident email preferences, viewing and editing ransomware incidents, viewing Security
Advisories, and viewing security status data.

The Cybersecurity DevOps role gives users access to the Integrations menu to view and
configure cybersecurity-related Webhooks, including the Cybersecurity Ransomware
Incident, Cybersecurity Misconfigurations, and Cybersecurity Configuration Webhooks.

The Cybersecurity Operator role is designed to give a user access to edit and view
cybersecurity ransomware incidents. The permissions include viewing and editing security
incident email preferences, viewing and editing ransomware incidents, viewing policies,
viewing Security Advisories, and viewing security status data.

The Cybersecurity Viewer role is a view-only role for cybersecurity features with the
additional permission of editing their security incident email preferences. Permissions
include viewing policies, viewing Security Advisories, viewing ransomware incidents, and
viewing security status data.

The DevOps role allows users access to the Integrations menu to view and configure
Webhooks and REST API credentials. A user with DevOps role can view and configure
Health Issue Change webhooks.

The Server role is required for users who want to initiate remote management functions
on PowerEdge servers. Note that additional remote management permissions need to be
enabled in the CloudIQ plugin in OpenManage Enterprise.
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Q)
Co

APEX AlOps Observability Q MrRVM +

Identity Management

onfigure SSO Groups

ENABLE S50 GROUPS

USERS GROUPS ROLES SINGLE SIGN-ON

Detatts. Role T Description (D Total Assigned Actions Cybersecurity Admin

PERMISSIONS

Cybersecurity

Note that Admins must assign themselves any of the additional roles to gain those
privileges.

The Manage Assignments link is used to assign roles to either users (when SSO Groups
are not enabled) or to groups (when SSO Groups are enabled).

Manage Assignments X

Role: Cybersecurity Admin

10f Busers assigned  Q Sea View Only Assigned Users

Bl user Roles

Jim Blake Standard, Cybersecurity Viewer

Mary Kimball Admin, DevOps, Standard, Cybersecuri

Sally Riobertson DevOps, Standard

CANCEL

The Single Sign-On tab allows Observability Admins to send an invitation to their Identity
Provider Administrators to become Dell Identity Admins. The Dell Identity Admin can then
configure single sign-on on the Dell Identity Portal and federate with their IdP. This allows
organizations to manage users’ Observability authorization using their IdP. After the
Identity Admin federates their IdP, the IdP is listed under the IdPs tab. Clicking the IdP
hyperlink opens the Dell Identity Portal. Users can also see a list of Dell Identity Admins
who can manage the IdP group. For additional information, see KB#000212047.
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Identity Management

ENABLE S50 GROUPS

Cybersecurity
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S Lifecycle -
T Setting Up Single Sign-On (SSQ) 3 Associated Damains: acme.com, acmetechnologles.cam, acmecorp.cam (D) >

3 Admin

mvite peLL ienTITY aomin IEGERIEEEETELE
dentity Management

Acme-0rg

10Ps ELL IDENTITY ADMIN

197 Name Domaing Groups.

The Identity Management page for Standard users displays a subset of the Users tab.
Standard users can see Team Members, Admins, and Advisors. The Admins button
allows users to identify their Admins from the Observability Ul to contact them if they need
additional roles and permissions. The Advisors tab allows users to add and remove

advisors.
APEX AlOps Observability Q ¢ D8 & &
o rome Identity Management
A Monit
£ Admin ~
Settings The Settings section allows users to control asset visibility, set up email notifications, and

enable access to Dell Customer Support. Users can also set their preferred language.
Supported languages include English, German, Spanish, French, Italian, Korean, and
Japanese.

Sites and Systems

Users can set filters on which systems are available to view and receive notifications for in
the Observability Ul and the Observability mobile app. This also filters the systems from
Webhook configuration. For example, an administrator can set their view to see systems
from certain sites or see systems of one or more storage types such as Unity XT family
and PowerStore. The filtering is set on a per-user basis and can be configured based on
systems, sites, and products. This feature is accessible under the Sites and Systems tab
under the Admin > Settings > Sites and Systems.

184 Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment



Infrastructure Observability administration

= o
APEX AlOps Observability Q. mrvm x 0O g2 @ &
{3 Home Settings Mary Kimball | ® Logged in as ACME ./ Defautt Customer
Al Monitor v

SITES AND SYSTEMS NOTIFICATIONS APEX AIOPS OBSERVABILITY SETTINGS CUSTOMER SUPPORT
E Manage v
% optimize v

Monitor and Manage Preferences in APEX AlOps Observability

& Reports > Choose which products, sites and systems you wish to monitor and manage in APEX AIGps Observability and APEX AIOps Observability mobile

© cybersecurity N ~
0 0 0

o Lifecycle ~ Systems Disabled Sites Disabled Products Disabled

@ Admin ~

View (@) Systems Sites. Products

Identity Management
Disabling a system below will hide it from all views

Settings
7 188 systems ]
Customization
Integrations [ @} Name Model Type Identifier Connectivity Status Site Name Site ID Location
Licenses
[ @] Production Unity 650F Storage FCNCH0972C3. (] ACME Headaqu. 12345555 Round Rock, TX
Connectivity
ol «© Market Research  Unity XT 880F Storage FCNGH0972C3 (] AGME Headqu 12345555 Round Rock, TX
ollectors
Jobs @ Test_Dev UNITY VA Storage FCNCH0972C3 [} ACME Branch 67895555 Hopkinton, MA
HCl Settings
¢ @ DisasterRecov..  UNITY 400 Storage FCNCH0972C3 (] ACME Branch 67805555 Hopkinton, MA
AuditLog
~ « Test_Dev2 UNITY VSA Storage FCNCHD972C3 ] ACME Branch 67895555 Hopkinton, MA
ags
[ @} Business Analy. SC7020F Storage 95148 [] AGME Headqu. 12345555 Round Rock, TX
[ @] Remote DC SC5020F Storage 92252 (] ACME Headqu. 12345555 Round Rock, TX
[ @] Prod with iCOM X1 Storage 10001746571 ] ACME Headqu. 12345555 Round Rock, TX

Notifications

The Notifications tab allows users to subscribe to email notifications for various events
such health change notifications, job status change notifications, cybersecurity risk
notifications, and ransomware incident notifications. Users can also subscribe to a daily or
weekly email digest or a daily or weekly Data Protection email digest.
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APEX AlOps Observability Q mevm

MaryKimball | @ Logged in s ACME 7

Settings

SITES AND SYSTEMS NOTIFICATIONS. APEX AIOPS DSSERVABILITY SETTINGS

Subserl
e
Subscribed Categories

Components [ Configuwation [ Capacity [ Performance [ Data Protectior

Subscribed Systems

34 ystems UPDATE SELECTED SYSTEMS

System Name Taentiner Tags ste

QAP

Cybersecurity

APEX AlOps Observability Settings

Users can set their language preference under the APEX AlOps Observability Settings
tab.

Customer Support

Users can enable and disable Observability access for Dell Customer Support. They can
enable specific sites or, by selecting the Edit link for a specific site, enable specific
systems within a site. This is useful for sharing the view of the system with Dell Support
when troubleshooting an issue in Observability or for using the information in the
Observability Ul to help troubleshoot other issues.

APEX AlOps Observability Q mrvm X | L

3 Home

Settings

SITES AND SYSTEMS NOTIFICATIONS AFEX AIOFS DESERVABILITY SETTINGS CUSTOMER SUFFORT
E Manage

% Optimize
Reports
Cybersecurity

Uifecycle

Customization Infrastructure Observability allows users to temporarily pause host connectivity health
checks and file system capacity checks from being included in the system health score.
Users may want to do this for nonproduction hosts or during times of maintenance when
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single-pathed hosts may be expected. Host connectivity checks are supported for both
Unity XT family and SC Series systems. File system capacity checks are supported for
Unity XT and PowerMax systems.

The Integrations section allows users with the DevOps or Cybersecurity DevOps role to
configure Webhooks. Users with the DevOps role can configure REST API credentials.
Users must have the role of DevOps or Cybersecurity DevOps to access the Integrations
menu. This is described in the Identity Management section.

REST API

The public REST API allows users to pull data from Observability to integrate with
collaboration and automation tools used in day to day IT operations. It is a read-only API
allowing users to access inventory, configuration, performance, and capacity metrics
available in Observability. It uses the OAuth2 protocol for authentication and
authorization. The API client credentials are obtained by selecting the Create API Key
button under the API tab.

APEX AlOps Observal

Integrations

¥ Repors Endpoint

Admin p Keys

CREATE AP KEY

AP1keys allow you 1o aocess your APEX A

API WEBHOOKS

s Obsereability data from extemal services using the sndpoint below

Documentation

entation (3

Enter an API key name and description and select Create API Key.

Create API Key

Observability - demo

Enter a Description
This is a test of the AP1]

CREATE API KEY

When the API key is created, the user selects the View Key link to obtain the Client ID
and Client Secret. The user then uses these credentials to authenticate to a specific API
endpoint to obtain an Access Token. When the user obtains the Access Token, the user
can make the chosen REST API calls. The access token is active for one hour, and the
client credentials are valid for one year.
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Documentation for syntax and available API calls is available at
https://developer.dell.com/apis/products/analytics/cloudiq. Use these links to developer
blogs access examples for Postman and Python and Jupyter.

Webhooks

Webhooks is a push mechanism to integrate with third-party applications such as
ServiceNow and Slack. The following Webhook notifications are supported:

e Cybersecurity Ransomware Incident — Delivered when Observability identifies a
potential ransomware incident.

e Cybersecurity Misconfiguration Issue — Delivered when Observability identifies a
security configuration deviation.

e Cybersecurity Configuration — Delivered when a change is made to an evaluation
plan.

o Health Issue Change — Delivered when Observability identifies a health issue
change.

A brief tutorial for ServiceNow and Slack integration can be found here. Other examples
can be found by searching for CloudIQ at the Dell Developer Community.

Configuration of Webhooks requires the user to enter an Event Type, a Name, the
Payload URL (destination to send the Webhook), a Secret, and Server Authentication.
The secret is a user-supplied string sent along with the payload and is used to create a
signature that is passed as a header during the POST request. The URL server can
create its own matching signature using its stored secret and the POST payload to verify
that the signature in the header matches its own generated signature. Users can then
select which systems to monitor. The Test Webhook button sends a test notification to the
server with a NULL payload. This is used to quickly test connectivity to the Webhook
destination.
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Add Webhook X

Select the event to which you want to add Webhook.

Cybersecurity Ransomware Incident -
MName
Payload URL

ecre @
MNo hd

Whenever Cybersecurity Ransomware Incident changes, a POST request is sent to the URL you specified above.
42 of 42 system selected

System T Identifier Model

APEX-Block-Boston 6CC0643 APEX Block Storage Services
APEX-File-Austin ELMISLFAGEFE76 APEX File Storage Services
Account Management ClQAPU1 MES012

Business Analytics 95148 SC7020F

Dev SAN JPG2128002T Connectrix MDS-9132T

After a Webhook is configured and triggered, those events are captured on the
Integrations page showing the time and status of the delivery.

Integrations

API WEBHOOKS

Webhooks allow external services to be natified whenever an vent occurs, such 25 changes to heslth issues or cybersecurity events, by sending a POST requestto a defined URL

ADD WEBHOOK

Mame Event Type URL Last Delivery Delivery Status Errors (Recent deliveries)

> [ configurations updates to SOC dashb. Cybersecurity Configuration htps: ebhackmgr.acme.com Mon, Jan 12024, 12:00:35 PM UTC (<]
v [l Heaslth Change Webhook Health Issue Change ebhookmgr acme com Tue, May 21 2019,1:39:04 PM UTC (]

Event (Recent deliveries) Delivered | Delivery Status

Health sqore change: Production Tue, May 21 2019,1:3%:04 PM UTC ]

Health score change: Disaster Recovery Mon, Apr 22 2019, 31212 PM UTC ©
> H  Misconfigurations to local server Cybersecurity Misconfiguration Issus itos: /v webhookmar scme. corm Mon, Jan 1 2024, 120035 PM UTC
> [ Potential Ransomware incidents natif Cybersecurity Ransomware Incident https:/www.webhaokmagr.acme.com Sun, Dec 24 2023, 1:38:04 AMUTC ]

The user can select an event to see the Headers and Payload of the request and the
response. A Redeliver button allows users to resend the event which is helpful for testing
Webhook integration. Due to the potential sensitivity of cybersecurity information in the
payload, users will only see header information in the Observability UI.
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Health Issue Change: Production P4
0 Tue, May 21 2019, 1:39:04 PM UTC
REQUEST RESPONSE: 200
Headers

{

“x-cig-signature”: "3Erl/DwnFPMCmjBAPUQaNOTOBgPnKcltgbaEUSLVAKA=",
“x-cig-event-version”: "1.0°,

“w-cig-delivery-id™: "7f91edbe-4b1f-4393-9e4a-836a04balc94d”,

“x-cig-event’: "health-score-change”,

‘user-agent”: "x-cig-webhook”

}

Payload

{
“system”: "FCNCHO972C32F1°,
“timestamp": 1558445944,

“score”: 100,
‘categories”:
{
“category™: "DATA_PROTECTION",
“impact” 0,
“issueCount™ 0,
“issues™
h
{
“category™: "PERFORMANCE",
“impact™ 0,
“issueCount™ 0,
“issues™ [|
b
{
“category™: "CAPACITY",
“impact™ 0,
“issueCount™: Q,
“issues™ [|
h
{
“category™: "CONFIGURATION",
“impact” 0,
“issueCount™ 0,
“issues™ -
Licenses The Licenses page shows license and entitlement details. Supported for PowerFlex,

PowerScale, and APEX Navigator for Multi-Cloud, this page allows users to see
purchased, activated, and available capacity for each entitlement. The table also displays
the entitlement type, start date, and expiration date. Users can use the link to Dell
Software Licensing Central to manage their licenses.
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APEX AlOps

Entitlements and System Licenses

1 g your syatem censs inventory. View details 1o mansge sxpirstion dates, sssocisted systems, $0d mare. Only snlitienent (D asscciated with 0ne of Tare Syshems sppeat in the tabls et

Purcasen (18) Activazea (TB) avaitasis (78)  startpate End Date Liesmaez

The Connectivity page shows customers all systems that are connected, have lost
connection, or need additional configuration work before Infrastructure Observability can
display data for them. The filter allows users to filter based on Connectivity Status,
System ID, Product, Product Type, Site, Location, or Contract Status. It also provides
links to onboard SC Series, PowerVault, and VxBlock systems. These systems require
the user to enter information into Observability to complete the onboarding process.

The Collectors page lists each Observability Collector, OpenManage Enterprise
installation, and Converged Management Software system associated to Infrastructure
Observability. The Observability Collector is used to collect VMware, Connectrix, and
PowerSwitch data and sends that data back to Observability using Secure Connect
Gateway. OpenManage Enterprise is required for PowerEdge collections. CMS is used for
VxBlock collections. This page shows the connectivity status and versions of installed
collectors. It also provides a download link to obtain the collector and instructions about
how to configure OpenManage Enterprise. Offline collectors can be removed from
Observability using the delete icon on the right side of the page.

Collectors
Issues Connectivity Sta... Name 1 Collector Type Technology Secure Remote ... Configure... Collector Config... Update Status
1 Connected cigc.conn.emc.com CloudIQ Connectrix Centralized 6 [ Launcn &2
~ € Lost Conne cige.lab.emc.com CloudIQ VMware Centralized 0 2 Lawncn @12 i
~ Connected cige.prod.emc.com CloudIQ VMware Centralized 2 [A Launch 11
3 Connected cigc.test.emc.com CloudIQ VMware ntegrated 1 [ Launch ° 12
-J Connected ML-Research-OME OpenManage Enterp Servers ntegrated 84 [ Launen 370 (]
1 Connected RR-Site-OME OpenManage Enterp.. Servers ntegrated 44 (A Launch Q 370 @
- Connected vxblock-cms_lab.com CMS Converged Direct Connect 4 [ Launch 9 10

The user can select the hyperlink in the Name column to open the Collector Details page.
This page provides health-related information for the selected collector. It also provides as
an inventory of devices for which it is configured.
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%—» ciqc.conn.emc,com [} LAUNCH COLLECTOR CONFIGURATION
Serial Number CIGC-ELMCIG.
‘ T s O
Version & 12
SRS Type Centralized Performance
SRS gateway Serial Number  ELMESRCON All health checks were successful.
Update Policy Download Only
Last Update Feb 4, 2020 V
Connectivity Status Connected
Last Contacted Feb 6, 2020 9.
VMWARE CONNECTRIX 6 collected Switches
St.. Switch Name Serial Number Firmware Version Management IP Address Last Contact Time
roduction SAN Extens. EAl 001 vB.21a 10.012.1 about 20 hours ...
(%] P SANE: EAF300MOD 821 0.0.12 bout 20 h
v Stretch Cluster Extension EAF300MO03 vB.21a 10.0.12.3 12 minutes ago
v SROF LINK EAF300MO00 v8.2.1a 100124 6 minutes ago
o Dev SAN JPG2128002T 8.3(2) 10.0.122 11 minutes ago
' Production East JPG1940000K 8.3(2) 10,0125 11 minutes ago
W Production West JPG1940010K 8.3(2) 10.012.6 6 minutes ago

For OpenManage Enterprise instances, it shows the health and the list of monitored
PowerEdge servers and their collection status.

o}—) RR-Site-OME [} LAUNCH OPENMANAGE ENTERPRISE
IP Address 198.51.100.104 )
Total Issues 1 B Components 1 issue
Version @ 370
8c & 1 about 20 hours ago 2 out of 44 devices have not been sending data for
SRS Type Integrated EILLLEY a long time.
Software ID OMES123ar123457 Configuration ~
Site ID ACME Round Rock
Last Update Jun1,2022
Connectivity Status Connected
Last Contacted Jun1,20222:58 PM UTC
SERVER
44 collected Servers th
Status System IP Address Service Tag Model Last Contact Time
[>] WIN-SYS02PE173 198.51.100.173 ATY7DES PowerEdge MX740c 30 minutes ago =
SYSMGMT-ML-LABS-150 198.51.100.150 AF27HTH PowerEdge R750 30 minutes ago

v IDRAC.AJHOK39. local 198.51.100.209 AJHOK39 Powerkdge R740 less than a minute ago

v IDRAC.AM3YNJH.local 198.51.100.117 AM3YNJH PowerEdge R740 less than a minute ago

" IDRAC AWPFSK1 local 198.51.100.115 AWPFSK1 PowerEdge R740 less than a minute ago

g IDRAC.AGB6F1R Iocal 198.51.100.36 AGB6F1R PowerEdge R740 less than a minute ago

-
Jobs The Jobs page lists the existing update tasks and their status. The top of the page

provides a summary banner of the total number jobs and their status. It also acts as a
filter allowing users to view jobs with a specific status. The bottom of the page lists each
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job with details about the job. Selecting the Details icon on the left opens the details
window on the right which shows start and end times, duration of the job, and total
number of errors if any were encountered. From the job details window, the user can
choose to cancel a running task, view job results, retry a failed job, or edit the job name.

APEX AlOps Observability

a
7 Home
- Jobs
Monitor
To subseri to il oo emai ot tthe Settings pag
B Manage
ewing data from: Last Manth
% oOptimize
B Reports O B
5 Cybersecurit
! 21 1 LT ] o5 ©2
Total Jobs F . Running
1 Lifecycle
@ Admin
dentity Management Detaits Job Name Job Typa Product Type Status. Total Syst Start Date a. Firmware Update acTions w  [IBYS
ttings
) & Firmware Upda PowerEdge @ Scheduled Jun 10,2024, 05; R oo
Jrat Deseription Target System Job Type Execule
. Update scheduled DRAC.ASFCYHT Jocal biD P
Cor status @ scheduled
allec el ersecurt Erecis owerEdge pas 0 SteriDateand Time  Jun 102024, 052042 FM UTC
Jabs 2 xec PowerEdge ©s May 26 2024,1 -
HE Seting 3 R
2 Execus PowerEdge LE May 26 2024,1 ion 55
tLog
Estimated Job Time
2 xec PowerEdge ¥ May 26 2024,1
2 Execy PowerEdge O su May 26 2024, 1 Togress
& Fower Cycle xec PowerEdge O -
[z stem Rese Execut PowerEdgs © m—

When a user selects View Job Results, the Job Results window is displayed showing
details of the job and each action. The top of the page summarizes each outcome by
status and lists the top error codes and KB articles if a failure occurred. The bottom of the
page lists the actions with a failed or warning status by default along with the
recommended action. The filter allows users to filter on additional status and system

name, hostname, or sub task type.

Job Results for VxRail

x
.
\zl Fitered me
o e-Check emal e Dell Mart - Gas Mark
CLOSE
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HCI Settings The HCI Settings page has three tabs that allow users to set up vCenter access controls,
enter user credentials, and verify VxRail HCI System Software licenses. Each tab is
described below.

Access Control

The Access Control tab allows users to enable vCenter-based role-based access
controls for intelligent multisystem updates. Users enter the vCenter Administrator
account to build out the following privileges on vCenter which can then be assigned to the
appropriate roles to which user accounts can be associated:

e Download software bundle: Downloads and stages the VxRail software bundle to
the cluster

e Run health check: Performs an on-demand pre-update health check on the cluster
e Run cluster update: Initiates the cluster update operation on the cluster

¢ Manage update credentials: Modifies the VxRail infrastructure credentials used for
active management

HCI Settings

ACCESS CONTROL REDENTIALS

Credentials

The Credentials tab is used to manage and verify the user credentials used to perform
cluster updates. Typically, when performing a cluster update, users need to enter root
account credentials for vCenter server, Platform Services Controller, and VxRail Manager.
This becomes cumbersome when performing updates on multiple clusters. This allows
administrators to enter the credentials once while setting up active management and then
provide the appropriate update permissions to users without sharing the credentials.
Credentials entered are stored in an encrypted RSA lockbox on each VxRail Manager.
Infrastructure Observability does not store passwords and credentials.
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DellMart.vCenter2.local X

Use this page to enter and verify credentials for your vCenter and VxRail cluster. Click to Learn More:

vCenter VxRail Manager Dell Mart - Mega Market Boston, MA
root

Location Boston, MA

VxRail HCI System

HSS & intelligent multi-system updates
Software License B : P

Administrative Username  administrator@vsphere.local

Administrative Password @

VERIFY CANCEL

License

The License tab provides a summary of license information for VVxRail clusters. The
doughnut chart breaks down the number of clusters with the HCI System Software (HSS)
license, the HSS and Intelligent multisystem update license, and the HSS and Evaluation
license. The HCI System Software license is the standard license for all VxRail nodes.
The Intelligent multisystem update license is an add-on license that enables the cluster
update capability from Observability. The Evaluation license is a time-based license that
your sales team can request from the VxRail product management team.

ACCESS CONTROL CREDENTIALS LICENSE

There is 1 cluster where hosts have different Licenses Certain festures and functions are disablea. View Clusters

VxRail HCI System Software License
8 VxRail HCI System Software 25%
Clusters Total VxRail HCI System Software & intelligent muiti-system updates 75%

. VxRail HCI System Software & Evaluation -

8 Clusters ul]
Cluster Name Total Number of H... License Expires T vCenter Datacenter Location

> Dell Mart - Corner/Gas 4 Hss © Newer DellMartvCenterZ local Southeast Region Orlando FL

> Cloud data center 4 HSS (Mixed) © Never DellMart vCenter7 local Northwest Region Seattle, WA

> Dell Mart - Mega Marke. 2 HSS&inteligent multisystem up © Newer Delliart vCenterl.local Northeast Region Bosten, MA

> Dell Mart - Corner Mark 5 HSS&intelligent multisystem up © Mever DellMartvCenter1 local Northeast Region Providence, RI

B Dell Mart - Caté Market . 3 HSS&nteligent multisystem up © Newr DellMartvCenter3.local Southwest Region San Franciseo, CA

> Dell Mart - Gas Market 4 HSS&inteligent mult-system up © Newer DellMartvCenterd local R&D Datacenter Chicago, IL

>. DellMart-Corner Mark. 4 HSSGinteligentmuft-systemup.. @ Never DelllartvCenter5 local HQ Datacenter Seatile, WA

> Development Environm 4 HsS&inteligent multisystem up © Never DellMart vCenters.local Mic-West Region New York, NY

Audit Log The Audit Log tracks activities performed in the Observability UI. It includes the time of
the activity, the type of action, the user who initiated the action, the status, and a status
message. The Audit Log is only visible to users with the Admin role.
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Tags For information about tags, see the Custom Tags section in this document.

Mobile application

Introduction Infrastructure Observability also has a mobile application available for both iOS and
Android phones. The mobile app has an Overview screen that shows similar information
to the Overview Page in the browser version of the Ul. It also includes support for Health,
Capacity, and Performance details for the supported Dell storage platforms. The user can
also configure push notifications to be updated in the app for any health change
notifications.

Users can see additional details of the health for any given system and can even text or
email the recommended remediation to a colleague for help with performing the
resolution.

Users can also see if there are any connectivity issues in the environment.

Finally, users can manage push notifications by turning them on or off and can also
submit feedback to the Observability team.

All storage platforms are supported except PowerFlex. HCI systems and Connectrix
switches are also supported. Data Protection, Converged, Servers, and PowerSwitch
devices are not supported at the time of this publication.

Overview The Overview screen of the mobile app summarizes the health scores, alerts, system
connectivity, and capacity approaching full. These views are similar to the tiles on the
Overview page of browser version of Observability. Selecting items in the Overview
screen will show additional details. The following images show the Overview screen and
the details for System Alerts.

il Clouaia Systor Alerts
" i} Samalstor

- ity CLEAR FILTER

0 v @

Captity Agprseching Ful (33)

Production ¥

Pertormance imoscts (5)

Syalesn Aleets (10 - Last 24 Heurs)
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System views The user can select Systems at the bottom of the screen to see System level views for
Health, Inventory, Capacity, and Performance.
0 Dell Mart - Café Market San Francisc o Dell Mart - Café Market San Francisc. o Dell Mart - Café Market San Francisc , ° Dell Mart - Café Market San Francisc
Location San Francisco, CA 12% cPu Unilizan Memory Utikz S%
6 tesue Site Hame — ® S00TE Used(243%) "
6 O -40 L Contaet T ® 1580TB Free(75.7%) M‘Ji‘fNWMH
FOOR Performance (2) Provisioned — —
. o .Secumy Office ) ) N @ Security Office N
o Security Office Lozation o Security Office
Prwtezal ter | ELM E > [ S— 1ot | ELMISLFA 1 » 102.4K 10Ps Bandwidth 338.0 Mibps:
Site Mame D#ice (=21 %
Chase L]
2 e Las1 Cantact Time about 4 years g0 ®  21TB Used (977%) Latency 1024 ma
23.047TB ® Z04TB Free (B9%)
'4D ccount Management sable
29 Capacity (2) o -ﬁ: 5 M ! E Provisioned  23.04TB o :._\:_m‘_'m N__:‘f‘"gpmm 3
Location et 1.7k ioPs Bandwidth 5582 Miips
° Account Management it Hame (] Account Management ,
WES01Z | CIOAPLY 4 Last Cantact Time :
B B B B } g  H 42
System details The user can analyze single system details for Health, Inventory, Capacity, and

Performance. These details include the identification and remediation recommendations
for health issues, capacity summaries including efficiencies and pool details, and 24-hour
performance charts for key system level performance metrics. The health issue and
remediation can be emailed or texted using controls in the app.

System Details

o Disaster Recovery o Disaster Recovery o Disaster Recovery o Disaster Recovery

Inentifuer

et Gty — ® 6B5TE Used (52.1%) Block Latency @ e
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[—— ) S 1ot 1081 1216 TE o 53178 Free (80.3%) 11 uax 46 ma T2
Site Mame ACME Branch Office Usable :
Provisioned 582 TB
Capacity Version —

The siorage pool Disaster
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Service Plan T NPT WRTYH [ N B WY
Disaster Recovery Pooll
Capacity 547% Used TE—— 5.7 T Free
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Unity XT family, The Unity XT family, XtremlO, PowerMax/VMAX and PowerScale/lIsilon systems use
XtremlO, Secure Connect Gateway for Infrastructure Observability data collection. This
PowerMax/VMAX, configuration must be enabled successfully on each individual Dell storage system before
PowerScale/lsilon, users can send data to Infrastructure Observability. Once the secure connection has been
and PowerFlex configured within the Element Manger interface, Observability must be enabled.

t
systems e  Unity XT family

= For Unity XT 4.2 and later, go to Settings > Support Configuration >
CloudIQ, and then select Send data to CloudIQ.

= For Unity XT 4.1, go to Settings > Management > Centralized Management.
For the CloudIQ tab in Centralized Management, ensure the checkmark to
Send data to CloudIQ is checked, and then click Apply.

e XtremlO

= For XMS 6.2 and higher, access the Top Menu Bar and click the System
Settings Icon to display cluster-level and XMS-level setting options. Next,
select XMS > Notifications > CloudIQ Reporting, and ensure that CloudIQ
Reporting is set to YES.

¢ PowerMax/VMAX

= For Unisphere 9.0.1 or higher, go to Settings > Management > CloudIQ and
select | agree to send data to CloudIQ for local systems, and then click

Apply.

=  For Cybersecurity, in Unisphere 9.2.1 or higher, go to Settings >
Management > CloudIlQ Cybersecurity and select | agree to send data to
CyberSeclQ.

e PowerScale/lsilon

= For PowerScale/lsilon systems, connectivity to Secure Connect Gateway and
Observability is established with the following CLI command:

isi esrs modify --enabled=true --primary-esrs-
gateway=<gateway-server>
-—-gateway-access-pool=subnetx:poolx --username=<username>
[--password=<password>]

o PowerFlex software and Ready Node with PowerFlex Gateway
= Log in to PowerFlex Installer and go to Maintain tab

= Enter MDM admin username and password, LIA authentication type, and LIA
password

= Select Retrieve system topology
= On Maintain tab, select System Logs & Analysis

= Enter Secure Connect Gateway information
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= Verify Send data to CloudIQ box is checked
o PowerFlex Appliance with PowerFlex Manager v3.7

= Log in to PowerFlex Manager and go to Settings > Virtual Appliance
Management

= Click Add Alert Connector

= Under Device Registration section, enter Device Type, ELMS Software ID,
Solution Serial Number

= Check SRS box
= Check Enable CloudIQ box

= Under Connector Settings section, enter Secure Connect Gateway
information

o PowerFlex Appliance with PowerFlex Manager v4.0 or higher
= Log in to PowerFlex Manager and go to Settings > Events and Alerts
= Under Policies, select Configure Now for SupportAssist
= Acceptthe License Agreement and Telemetry Agreement
= Choose either Connect Directly or Connect via Gateway Server
= |f connecting through the gateway server, enter Secure Connect Gateway IP
= Verify that Connect to CloudIQ is selected

= Enter SupportAssist Access Key and Pin (see KB#000180688), device type,
ELMS software unique ID, solution serial number, and site ID

= Enter Support contact information

The user can then go to https://cloudig.dell.com and log in with their valid service account
credentials to view their systems in Observability. The amount of time it takes for a system
to appear in Observability varies, but typically is visible within one hour.

For detailed information about onboarding the Dell storage arrays, see the following
documents:

Unity XT family — https://www.dell.com/support/kbdoc/000067484

XtremlO — https://www.dell.com/support/kbdoc/000155454

PowerMax/VMAX — https://www.dell.com/support/kbdoc/000062039

PowerScale/lIsilon — https://www.dell.com/support/kbdoc/000157794

PowerFlex — https://www.dell.com/support/kbdoc/000187624

Dell PowerStore systems use SupportAssist for Observability data collection. This must
be enabled and configured successfully on each appliance in the PowerStore cluster.

To configure SupportAssist in PowerStore Manager, go to Settings > Support >
SupportAssist. Click the SupportAssist setting to “Enabled” and configure one of the
SupportAssist options. Verify that the Connect to CloudIQ box is checked.
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For PowerStore 4.0 and above:

Go to Settings > Support > Support Connectivity. Click the Connection Type tab.
Configure the remote connectivity for either Connect Directly or Connect via Secure
Connect Gateway. Verify that the Connect to CloudIQ box is checked.

For detailed information about onboarding PowerStore systems, see
https://www.dell.com/support/kbdoc/000157595.

Dell SC Series The Dell SC Series Observability solution leverages Dell's SupportAssist for data
collection. This must be enabled and configured successfully on each individual Dell SC
Series system before users can send data to Observability.

To configure SupportAssist in Unisphere Central for Dell SC Series, open the Data
Collector menu and select Monitoring > SupportAssist > Turn On SupportAssist.

To configure SupportAssist in the DSM thick Client, click Storage > Edit Storage Center
Settings > SupportAssist tab.

Collect the following information from Unisphere as it will be required to complete the
onboarding process in Observability:

e System Serial Number
e Service Tag
e Storage Center Version

Log in to the Observability Ul and go to the Admin > Connectivity page. Select the ADD
SC SERIES bhutton and step through the wizard which prompts the user for the Serial
Number, Service Tag, and Storage Center Version that was previously collected.

For detailed information about onboarding Dell SC Series arrays, see:
https://www.dell.com/support/kbdoc/000155957.

Dell PowerVault  The Dell PowerVault systems use SupportAssist for Observability data collection. This
must be enabled in the PowerVault ME Storage Manager.

To configure SupportAssist in ME Storage Manager, go to System Settings >
SupportAssist, select the SupportAssist box, and verify the system is successfully
connected.

Select the CloudIQ Settings tab and select the Enable CloudIQ box.

Collect the following information from ME Storage Manager as it is required to complete
the onboarding process in Observability:

e WWN
e Service Tag

e Firmware Version

Alternatively, login to the system and use the CLI to collect the above information.

200 Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment


https://www.dell.com/support/kbdoc/000157595
https://www.dell.com/support/kbdoc/000155957

Appendix A: Enabling Infrastructure Observability at the system

Log in to the Observability Ul and go to the Admin > Connectivity page. Select the ADD
POWERVAULT button and step through the wizard which prompts the user for the WWN,
Service Tag, and Firmware Version that was previously collected.

For detailed information about onboarding Dell PowerVault systems, see:
https://www.dell.com/support/kbdoc/000022224.

Dell Dell Converged systems use Secure Connect Gateway/Dell Technologies Services
VxBlock/VBlock  configured in Converged Management Software (CMS) for data collection.

To configure Observability data collection, log in to CMS using administrator privileges.
Select Settings > Configure Dell Technologies services. Enter the Access Key and
PIN. If you do not have an access key and PIN, you can request a new one from the link
on the screen. Enter the Software ID (SWID) and click Save.

Collect the following information from CMS as it is required to complete the onboarding
process in Observability:

e System Serial Number

e Network Switch Serial Numbers

Log in to the Observability Ul and go to the Admin > Connectivity page. Select ADD
VXBLOCK and step through the wizard which prompts the user for the System Serial
Number, Core Network Switch A Serial Number, and Core Network Switch B Serial
Number.

For detailed information about onboarding Dell VxBlock/VBlock systems, see:
https://www.dell.com/support/kbdoc/0000208967.

Dell VxRail Starting with v 7.0.350, VxRail Hyper-Converged Infrastructure systems require Secure
Connect Gateway for Observability Data Collection. See the appropriate VxRail
Administration Guide for the correct procedures.

V7.0.x — VxRail Administration Guide

V8.0.x — VxRail Administration Guide

Alternately, see Solve Online for VxRail.

Telemetry must also be enabled for Observability collections. This is accomplished by
enabling Customer Improvement Program. The default and recommended collection level
is Medium. This collects samples once per hour.

For detailed information about onboarding VxRail systems, see:
https://www.dell.com/support/kbdoc/000184396

PowerEdge OpenManage Enterprise 3.7 or greater is needed to collect data from PowerEdge servers
and sends the data to Observability. For versions below 4.0, the CloudIQ plug-in is
required to be installed in OpenManage Enterprise to enable the flow of data to
Observability.
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Dell
PowerProtect DD

Dell
PowerProtect
Data Manager

Install OpenManage Enterprise 3.7 or greater.
In OpenManage Enterprise, go to Application Settings > Console and Plugins.
Select the CloudIQ plug-in, and click Install Plugin.

Select Accept on the licensing agreement.

o M~ w0 P

Select | agree that | have captured a snapshot of the OpenManage Enterprise
appliance.

6. Click Confirm Install.

After it is installed, the CloudIQ plug-in must be configured.

1. In OpenManage Enterprise, go to Plugins > CloudIQ > Overview.
2. Select Activate Now.

3. On the Authentication page, enter the Access Key and PIN to register
OpenManage Enterprise with the Dell Connectivity Service. Generate the Access
Key and PIN as documented in Dell KB article 000180688.

4. Enter a Collector Name on the Collector Name page.

5. Click Select Groups on the Device Groups page and select devices for monitoring
in Infrastructure Observability.

6. Select Next to see the summary of the configuration and click Finish to complete
the configuration.

Note: Starting with OpenManage Enterprise 4.0, the CloudIQ Plugin is installed by default.

For detailed information about onboarding PowerEdge servers to Observability, see:
https://www.dell.com/support/kbdoc/000189403.

PowerProtect DD systems use Secure Connect Gateway for Observability data collection.
To configure Secure Connect Gateway in DD System Manager, open the Configuration
tab under Maintenance > Support.

Enable Secure Connect Gateway under the Channel section.
Select the Enable button under the CloudIQ section.
Verify “Share Data with CloudIQ” is set to Enabled.

For detailed information about onboarding PowerProtect DD systems, see:
https://www.dell.com/support/kbdoc/000183656

PowerProtect Data Manager uses Secure Remote Services or Secure Connect Gateway
for Observability data collection. To configure Secure Remote Services in PowerProtect
Data Manager, go to the Support menu under the System Settings menu.

In the Secure Remote Services section, enter the Secure Connect Gateway Hostname,
Username, and Password.

In the Auto Support section, switch Enable Auto Support to Enabled.
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Select Save to save the configuration.

For detailed information about onboarding PowerProtect Data Manager systems, see:
https://www.dell.com/support/kbdoc/000184014

Connectrix switches use the Observability Collector to collect the data from the switches
and send the data back to Observability using Secure Connect Gateway. The collector is
a vApp that is downloaded from the Admin > Collectors menu in the Observability user-
interface or from support.dell.com. Then, it must be installed locally in the data center.

After it is deployed, the collector is configured to communicate to the Secure Connect
Gateway and the Connectrix switches by accessing the collector administration Ul using a
web browser: https://<collector hostname or IP>.

Communication between the Collector and the switches is done using REST API. The
following guidelines can be used to verify and enable the REST API interface for both
Brocade and Cisco.

Brocade
The following command can be used to verify that the REST API is enabled:

mgmtapp --show
REST Interface State: Enabled
REST Session Count: 3
REST Throttling Configurations:

Sample Requests : 30
Sample Time (in sec) : 30
Idle Time (in sec) : 3

KeepAlive : Disabled
KeepAliveTimeout : 15sec

The following command can be used to enable REST API if it is not enabled:
mgmtapp --enable rest

Cisco

The following commands can be used to ensure that REST API is enabled:

switch# config t
switch (config)# feature nxapi

For detailed information about onboarding Connectrix switches, see:
https://www.dell.com/support/kbdoc/000157620.

PowerSwitch devices use the Observability Collector to collect the data from the switches
and send the data back to Observability using Secure Connect Gateway. The collector is
a vApp that is downloaded from the Admin > Collectors menu in the Observability user-
interface or from support.dell.com. Then, it must be installed locally in the data center.
The Collector must be running v1.11.0 or later.
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After the Collector vApp is deployed, the collector is configured to communicate to the
Secure Connect Gateway and PowerSwitch devices by accessing the collector using a
web browser: https://<collector hostname or IP>.

Communication between the Collector and the switches is done using REST API. The
following guidelines can be used to verify and enable the RESTCONF API service for
each PowerSwitch.

To verify mode:

0S10# show switch-operating mode
Switch-Operating-Mode : Full Switch Mode

Enter Configuration mode:

0S10# configure terminal
0510 (config) #

Enable RESTCONF API:

0S10 (config)# rest api restconf
0S10 (config) # exit

Note: For SONIC, RESTCONF API is enabled by default.

It is recommended to use a user account with netoperator privileges.

For detailed information about onboarding PowerSwitch, see
https://www.dell.com/support/kbdoc/000192029.

VMware VMware uses the Observability Collector to communicate to vCenter and send data back
to Observability using Secure Connect Gateway. The collector is a vApp that is
downloaded from the Admin > Collectors menu in the Observability user-interface or from
https://support.dell.com. It is then installed locally in the data center. The collector requires
read-only privileges to access and pull data from vCenter.

Once the Collector vApp is deployed, the collector is configured to communicate to the
Secure Connect Gateway and vCenter by accessing the collector using a web browser:
https://<collector hostname or IP>.

For detailed information about onboarding VMware, see:
https://www.dell.com/support/kbdoc/000021264.
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Infrastructure Infrastructure Observability takes numerous steps to protect your information in transit
Observability and at rest. In addition, Observability has been developed using architectural controls as
Security part of the Dell standard secure development life cycle. This standard defines the
summary security-focused activities that Dell product teams must follow when building and

releasing products. It enables Dell Technologies to minimize the risks to our products and
customer environments from security vulnerabilities. See the Security white paper for
more information.

Infrastructure Infrastructure Observability subscribes to notifications from Dell Secure Remote Services,
Observability Secure Connect Gateway, and Dell Phone Home services when storage system metadata
datain transit to  arrives over those channels. This metadata can include, for example, system logs, system
Dell configuration, system capacity, and performance metrics. No customer data is sent, and

only data generated by the customer’s systems is sent. Customers control which systems
send information over these channels. See the document Secure Connect Gateway
Security for more information.

All data arriving through those channels is protected in transit by industry-standard best
practices. Both channels use digital certificates and customer-controlled access policies to
establish point-to-point encryption and ensure all data is securely transported to the Dell
IT-managed infrastructure. In addition, Secure Connect Gateway provides for dedicated
VPN and multifactor authentication. Once the data arrives, Infrastructure Observability
stores data relating to those systems which have Observability management enabled in
its own Dell IT-managed infrastructure.

Infrastructure Infrastructure Observability data is stored on Dell infrastructure, which is highly available,
Observability fault tolerant, and provides a 4-hour Disaster Recovery SLA. Dell’s Global Security
data at rest Organization (GSO), led by a Chief Information Security Officer, is responsible for security

and protection of Dell’'s information technology infrastructure. This is accomplished using
establishment of governing security policies and procedures, and enforcement of
Information Security control. This includes measures such as multilayered firewalls,
intrusion detection systems, industry-leading anti-virus, and malware protection.

The Dell cybersecurity team is involved in running continuous vulnerability scans on the
application and underlying environment. Any required remediation is handled through an
ongoing vulnerability remediation program such as software upgrades, patches, or
configuration changes.

All data sent to Infrastructure Observability is stored on infrastructure hosted in the Dell
data center. The Information Security Policy ensures that all Dell information and
resources are properly protected, information owners must ensure all resources are
accounted for, and each resource has a designated custodian. All infrastructure is in the
core network behind corporate firewalls, and is not exposed to external direct access. No
individual direct login to the database server and database is allowed, expect for
members of the System Administrator and Database Administrator teams. Database
application accounts are managed using standard database password authentication.
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Dell has implemented an industry best practice Change Management process to ensure
that Dell production line assets are stable, controlled, and protected. Change
Management provides the policies, procedures, and tools needed to govern these
changes, to ensure that they undergo the appropriate reviews, approvals, and are
communicated to users.

Accessing Infrastructure Observability access requires that each user has a valid Dell support
Infrastructure account. Customers use their existing support account to log in to Observability.
Observability Authentication is handled by the Dell Single-Sign-On (SSO) infrastructure, and multifactor
data authentication is enforced.

Infrastructure Observability leverages information in the user profile stored in Dell Service
Center related to company and site mapping for access control. The user profile is
created and associated with a valid company profile when the user registers for an
account with Dell.

Infrastructure Observability provides each customer with an independent secure view of
their systems and ensures that they will only be able to see their own data in
Observability. Each user can only see those systems in Observability which are part of
that user’s site access as per the configuration of that user in Dell Service Center.
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The following chart provides the data collection frequency per system type.

Performance Capacity Configuration

PowerMax/VMAX 5 minutes 1 hour 1 hour
PowerStore 5 minutes 5 minutes 1 hour
PowerScale/lsilon 5 minutes4 1 hour 1 hour
PowerVault 15 minutes 1 hour 1 hour
PowerFlex 5 minutes 1 hour 1 hour
Unity XT family 5 minutes 1 hour 1 hour
XtremlO 5 minutes 1 hour 1 hour
SC Series 5 minutes 1 hour 1 hour
VxBlock N/A N/A 24 hours
PowerEdge 5 minutes N/A 1 hour
Connectrix 5 minutes 5 minutes 5 minutes
PowerSwitch 5 minutes 1 hour 1 hour
VMware 5 minutes 5 minutes 5 minutes
VxRail'® 5 minutes 5 minutes 24 hours
PowerProtect DD 5 minutes 1 hour 1 hour

The following charts display the collected metric types for various components of the
systems. The P column represents performance metrics, and the C column represents
capacity metrics. See the section Report Browser metrics for a full list of individual
performance metrics collected for each component type.

14 Some PowerScale performance charts provide 24-hour interval metrics.

15 vxRail sends the 5-minute performance and capacity data to Observability at 30-minute, 60-
minute, or 24-hour intervals. The telemetry setting in VxRail Manager determines the upload
interval.

Dell APEX AlOps Infrastructure Observability: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment

207



Appendix C: Data collection frequencies and samples

System Node_ / Pool Volume / File Storage Drives Hc_)§t /
Appliance LUN System | Group Initiator
P Cc P Cc P C P C P C P C P C
PowerMax / VoV v ol v v
VMAX
PowerStore v | v |V v v v v | v v v | v
PowerScale / VooV v v
Isilon
PowerVault oV VooV 4 Ve 7 R e
PowerFlex oV
Unity XT family | v | v v | v | v v v | v vV | v |V
XtremlO v v v v
SC Series VoV v v v VA A

Connectrix Switches

Switch Partition Zone Attaphed Interface
Devices

Perf Cap Perf Cap Perf Cap Perf Cap Perf Cap

Connectrix v v 4
PowerSwitch v
VMware
ESXi Cluster ESXi Server Datastore Virtual Machine
Perf Cap Perf Cap Perf Cap Perf Cap
VMware 4 4 v v 4 v
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The following charts provide the time series metrics available in Report Browser.

Connectrix Fibre Channel only

Metric Switchport System

Buffer Errors

Buffer Errors by All Buffer Errors

Buffer Errors by B2B Credit Zero

Class-3 Discards

Congestion Ratio

CRC Errors

Link Resets

Link Resets by In/Out

Physical Layer Errors

X | X | X | X | X|[X|X]|X]|X]|X

Physical Layer Errors by All
Physical Layers

Physical Layer Errors by Encoding | X
Errors

Physical Layer Errors by FEC X
Blocks

Protocol Errors X

Protocol Errors by All Protocol X
Errors

Protocol Errors by Frames Length | X

Protocol Errors by Non X
Operational Sequence

Protocol Errors by Offline X
Sequence

Throughput

Throughput by Rx/Tx

Time at Zero Tx Credit

Utilization

X | X | X | X | X

Utilization by Rx/Tx

B2B Credit Zero/sec X

Errors X

Daily Carbon Footprint X
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Metric Switchport System
Daily Energy X
Power Consumption X
PowerEdge Available PowerEdge metrics vary based on model, license, and firmware. See the

CloudIQ section of the OpenManage Portfolio Software Licensing Guide for more details.

Chassis

Amount of Energy Consumed (kWh, Avg over last 15 min)

Amount of Energy Consumed (kWh, Max over last 15 min)

Amount of Energy Consumed (kWh, Min over last 15 min)

Inlet Temperature (°C, Avg over last 15 min)

Peak Inlet Temperature (°C, Max over last 15 min)

Peak Inlet Temperature (°C, Min over last 15 min)

Power Consumption (W, Avg over last 15 min)

Power Consumption (W, Max over last 15 min)

Power Consumption (W, Min over last 15 min)

Power Headroom (W, Avg Available power minus peak consumed over last 15 min)

Power Headroom (W, Max Available power minus peak consumed over last 15 min)

Power Headroom (W, Min Available power minus peak consumed over last 15 min)

Drives
NVMe Storage Disk
Available Spare Threshold (%) Command Timeout (Count for last hour)
Composite Temp (°C, Max over last 15 min) CRC Errors (Count for last hour)
Critical Warnings Drive Life Remaining (%)
Percentage Used (Max over last 1 hour) Drive Temperature (°C, Avg over last hour)

Erase Failures (Count for last hour)

Exception Mode Status (Count for last hour)

Media Writes (Count for last hour)

Power On Hours

Program Fail (Count for last hour)

Read Error Rate (Count for last hour)

Reallocated Block (Count for last hour)

Uncorrectable Error (Count for last hour)
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Drives

Uncorrectable LBA (Count for last hour)

Volatile Memory Backup Source Failures
(Count for last hour)

FC Port

Invalid CRCs (Count for last 5 min)

Link Failures (Count for last 5 min)

Received Bytes (Total over last 5 min)

Transmitted Bytes (Total over last 5 min)

Network Port

Discarded Packets (Count for last 5 min)

Excessive Collision Packets (Count for last 5 min)

FCoE Packets Received (Count for last 5 min)

FCoE Packets Transmitted (Count for last 5 min)

FCOE/FIP Link Failures (Count for last 5 min)

FCS Error Packets Received (Count for last 5 min)

Jabber Packets (Count for last 5 min)

Multiple Collision Packets (Count for last 5 min)

RDMA Bytes Transmitted (Total over last 1 min)

RDMA Packets Received (Count for last 5 min)

RDMA Packets Transmitted (Count for last 5 min)

Received Bytes (Total over last 5 min)

Transmitted Bytes (Total over last 5 min)

Processor (CPU/GPU)

CPU Temperature (°C, Avg. over last 5 min)

GPU: Board Temperature (°C, Avg. over last 15 min)

GPU: DBE Retired Pages (Count for last 15 min)

GPU: Power Consumption (W, Avg. over last 15 min)

GPU: Primary Temperature (°C, Avg. over last 15 min)

GPU: SBE Retired Pages (Count for last 15 min)

GPU: Secondary Temperature (°C, Avg. over last 15 min)

Server
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Server

Avg. CPU Usage

Avg. |0 Usage

Avg. Memory Usage

Avg. System Usage

Daily Carbon Footprint

Daily Energy

Inlet Temperature (°C, Avg. over last 15 min)

Peak Inlet Temperature (°C, Max. over last 15 min)

Power Consumption (W, Avg. over last 15 min)

Power Consumption (W, Max. over last 15 min)

Power Consumption (W, Min. over last 15 min)

System Net Airflow (CFM, Avg. over last 15 min)

Total CPU Power (W, Total over last 15 min)

Total Memory Power (W, Total over last 15 min)
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PowerFlex

Metric Device el Host Protection Domain | SDS SR Syl
Set Pool

% Read X X X X X X
% Write X X X X X X
Bandwidth X X X X X
Bandwidth by X X X X X
Read/Write
Capacity in Use | X X X X
I0PS X X X X X
IOPS by X X X X X
Read/Write
Latency X X X X X
Latency by X X X X X
Read/Write
Unused X X X
Capacity
Spare Capacity X X
Compression X X X X X
Ratio
Provisioned X X X
Total Capacity X X X
Net Thin X
Capacity
Provisioned
Used Thick X
Capacity
Used Thin X
Capacity
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Appendix D: Report Browser metrics

PowerMax
. FE | FE RDF | RDF | RDFA | RDFS | Storage | Storage Al
Metric " Host 5 Resource | System | System
Dir Port Dir Port | Group | Group | Group Pool
% Busy X X X X
% Hit X
% Write X
% Read X X X
Allocated Size X
Used Size X
Bandwidth X X X X X X X X X X
Bandwidth by X X X X X X X
Read/Write
10 Size X X X X X
10 Size by X X X X X
Read/Write
IOPS X X X X X X X X X X
IOPS by X X X X X X X
Read/Write
Latency X X X X X X
Latency by X X X X X X
Read/Write
Queue Length X X X
Queue Length by X X X
Read/Write
Queue Depth X
Utilization
Read Latency X X
Write Latency X X
Reducible Data X
Total Size X
Unreducible Data X
Avg IO Service X
Time
Compressed X
Bandwidth
Compressed X
Bandwidth by
Read/Write
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Appendix D: Report Browser metrics

vetric P& | FE | Host | FOF | ROF | ROFA | ROFS | storage EJIQ St || Smem
RDF R1to R2 X
Bandwidth
RDF R1 to R2 X
IOPS
RDF R2 to R1 X
Bandwidth
RDF R2 to R1 X
IOPS
RDF/A WP Count X
PowerProtect DD
Metric Data Protection System Replication
Average CPU Utilization X
Incoming Pre-comp Replication X X
Incoming Replication Streams X X
Outgoing Pre-comp Replication X X
Outgoing Replication Streams X X
Pre-comp Read Throughput X
Pre-comp Write Throughput X
Read Streams X
Write Streams X
PowerScale
Metric Node System Pool
Active Client Number X X
Bandwidth X X
Configured Size X
CPU X X
Daily Carbon Footprint X
Daily Energy X
Free Size X
Free Size on 5 mins X
interval
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Appendix D: Report Browser metrics

Metric Node System Pool
Free Size on one day X
interval
IOPS X X
Latency X X
Power Consumption X
Used Percent X X
Used Size X
Used Size on 5 mins X
interval
Used Size on one day X
interval
PowerStore
: ] Fibre File - Volume
Metric Appliance | Ethernet Channel | System iSCSI | Node System | Volume Group
% Read X
Bandwidth X X X X X X X X X
Bandwidth by
Read/Write X X X X X X X X
Bandwidth by
Received/Trans X
mitted
CPU Utilization X X
Data Reduction X
Ratio
Errors X
Errors by Type X
Free Logical
) X
Size
Free Size X X X X
Invalid Count
X
Errors
Invalid Counts X
by Type
IO Size X X X X X X X
IO Size by
Read/Write X X X X X X X
IOPS X X X X X X X X
IOPS by
Read/Write X X X X X X X X
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Appendix D: Report Browser metrics

. . Fibre File ' Volume
Metric Appliance | Ethernet Channel | System iSCSI | Node System | Volume Group

Latency X X X X X X X X

Latency by

Read/Write X X X X X X X X

Logical Size X

Loss Errors X

Loss Errors by
Type

Packets X

Packets by
Received/Trans X
mitted

Queue Depth X X X

Total Size X X X X

Total Used
Logical Size

Unique Physical
Used Size

Used Size X X X X
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Appendix D: Report Browser metrics

PowerVault
. . Pool System

Metric Controller | Drive Host Pool Backend System Backend Volume
% Read X X X X X X X X
% Read X
Hits
% Write X
Hits
Bandwidth X X X X X X X X
Bandwidth X X X X X X X X
by
Read/Write
Free Size X
10 Size X X X X X X X X
10 Size by X X X X X X X X
Read/Write
IOPS X X X X X X X X
IOPS by X X X X X X X X
Read/Write
Total Size X
Used Size X X

SC Series

. . FC, SAS, Pool System

Metric Drive iSCS| Pool Backend System Backend Volume
% Read X X X X X X X
Bandwidth X X X X X X X
Bandwidth X X X X X X X
by
Read/Write
CPU X
Utilization
Free Size X
10 Size X X X X X X
10 Size by X X X X X X
Read/Write
IOPS X X X X X X X
IOPS by X X X X X X X
Read/Write
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Appendix D: Report Browser metrics

. . FC, SAS, Pool System
Metric Drive iSCS Pool Backend System Backend Volume
Latency X X X X X X X
Latency by | X X X X X X X
Read/Write
Queue X X X X X X X
Length
Total Size X
Used Size X X
Unity XT family
. . Fibre : . Pool System System-

Metric Block | Drive | Ethernet Channel File iSCSI | Pool Backend System Backend | Cache

% Read X X X X X X X

Allocated X X

Size

Bandwidth X X X X X X X X X X

Bandwidth X

by In/Out

Bandwidth X X X X X X X X X

by

Read/Write

Bandwidth X X X X X X X

by SP

Bandwidth X X X X X X X

by SP and

Read/Write

CPU X

Utilization

Daily X

Carbon

Footprint

Daily X

Energy

Errors X

Errors by X

In/Out

Free Size X X

10 Size X X X X X X

IO Sizeby | X X X X X X

Read/Write
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Appendix D: Report Browser metrics

. . Fibre . . Pool System System-
Metric Block | Drive | Ethernet Channel File iSCSI | Pool Backend System Backend | Cache

10 Size by X X X X X X
SP

10 Size by X X X X X X
SP and
Read/Write

IOPS X X X X X X X

IOPS by X X X X X X X
Read/Write

IOPS by X X X X X X X
SP

IOPS by X X X X X X X
SP and
Read/Write

Latency X X X X

Latency by | X X X X
Read/Write

Latency by | X X X X
SP

Latency by | X X X X
SP and
Read/Write

Packets X

Packets by X
In/Out

Power X
Consumpti
on

Queue X X X X
Length

Requests X X

Requests X X

by
Read/Write

Total Size X X

Used Size X X X

vVol X X
Latency

Total Link X
Errors

Total Link X
Errors by
Link Error
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Appendix D: Report Browser metrics

. . Fibre . . Pool System System-
Metric Block | Drive | Ethernet Channel File iSCSI | Pool Backend System Backend | Cache

% Clean X

% Dirty

X
% Free X
X

Flushed

VMware Metric ESXi Virtual Machine Datastore

Active Memory X X

Bandwidth per X
Datastore

CPU Readiness

CPU Usage X

IOPS per Datastore

X | X[ X | X

Latency per
Datastore

Storage Latency X

Capacity X

Free Space X

Uncommitted X

VxRail Metric HCI System Host

CPU Hertz X

CPU Ready Summation X

CPU Uitilization (%) X

Daily Carbon Footprint X

Daily Energy X

Disk Latency

Disk Utilization

Memory Consumed Average

Memory Overhead Average

Memory SwaplnRate Average

Memory SwapOutRate Average

Memory Utilization (%)

Memory VM Control Average

X | X | X | X[ X | X]|X|X]|X

Networking Utilization
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Appendix D: Report Browser metrics

Metric HCI System Host
Power Consumption (Avg W over last hr) X

XtremlO Metric Initiator System Target Volume
Bandwidth X X X X
Bandwidth by X X X X
Read/Write
Block Latency X X X X
Block Latency X X X X
by Read/Write
CPU Utilization X
Free Size X
IOPS X X X X
IOPS by X X X X
Read/Write
Logical Size X
Used Size X
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