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Executive summary 

Virtualization offers many benefits such as consolidation, performance, availability, business continuity, load 

balancing, and ease of maintenance. Because of these advantages, more applications are being virtualized 

today. It is important for data-center components to not only support, but also provide integration with 

hypervisors and virtualized applications. This document details the many virtualization features and 

integration points that are available on Dell EMCÊ PowerStoreÊ. 

Audience 

This document is intended for IT administrators, storage architects, partners, and Dell TechnologiesÊ 

employees. This audience also includes any individuals who may evaluate, acquire, manage, operate, or 

design a Dell EMC networked storage environment using PowerStore systems. 



Introduction 

7 Dell EMC PowerStore: Virtualization Integration | H18152 

1 Introduction 
Dell EMC PowerStore achieves new levels of operational simplicity and agility. It uses a container-based 

microservices architecture, advanced storage technologies, and integrated machine learning to unlock the 

power of your data. PowerStore is a versatile platform with a performance-centric design that delivers 

multidimensional scale, always-on data reduction, and support for next-generation media.  

PowerStore brings the simplicity of public cloud to on-premises infrastructure, streamlining operations with an 

integrated machine-learning engine and seamless automation. It also offers predictive analytics to easily 

monitor, analyze, and troubleshoot the environment. PowerStore is highly adaptable, providing the flexibility to 

host specialized workloads directly on the appliance and modernize infrastructure without disruption. It also 

offers investment protection through flexible payment solutions and data-in-place upgrades. 

1.1 PowerStore virtualization integration 
PowerStore features multiple integration points with VMware® vSphere® virtualization technology that is used 

in data centers today. Many of these powerful integration points are embedded in the system and are 

designed with the end-user experience in mind. They can be easily managed directly from the HTML5-based 

PowerStore Manager user interface. In addition to the integration points that are built into the system, off-

array software and plug-ins are available. These plug-ins enable PowerStore to be used with existing tools 

and fit the specific requirements of each organization. Storage and virtualization administrators can use these 

features to create simple, modern, flexible, and affordable solutions. 

PowerStore is offered as a PowerStore T model or PowerStore X model appliance. Both models are designed 

to have deep integration with VMware vSphere. These integrations include VAAI and VASA support, event 

notifications, snapshot management, storage containers for VMware vSphere Virtual VolumesÊ (vVols), and 

virtual machine discovery and monitoring in PowerStore Manager.  

PowerStore X models provide flexibility and agility by providing AppsON functionality. This ability enables 

administrators to run applications directly on the storage system. Due to the embedded VMware ESXiÊ 

hypervisor on the PowerStore X model nodes, other virtualization features and automation for the 

configuration process are available on this model. The vSphere hypervisor is embedded on each of the 

PowerStore X model nodes to allow running applications. Simultaneously, it can also be used as a standard 

external storage array, providing block-volume access to servers over Fibre Channel or iSCSI. 

1.2 Terminology 
Fibre Channel (FC) protocol: Transfer protocol used to communicate IP and SCSI commands over an FC 

network.  

Internet SCSI (iSCSI): Provides a mechanism for accessing block-level data storage over network 

connections. 

PowerStore Manager: An HTML5 user interface used to manage Dell EMC PowerStore systems. 

Storage container: A VMware term for a logical entity that consists of one or more capability profiles and 

their storage limits. This entity is known as a VMware vSphere Virtual VolumesÊ (vVol) datastore once it is 

mounted in vSphere. 

Storage Policy Based Management (SPBM): Using policies to control storage-related capabilities for a VM 

and ensure compliance throughout its life cycle. 
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Virtual machine (VM): An operating system running on a hypervisor, which is used to emulate physical 

hardware. 

vCenter: VMware vCenter® server that provides a centralized platform for managing VMware vSphere 

environments. 

VMware vSphere Virtual Volumes (vVols): A VMware storage framework which allows VM data to be 

stored on individual Virtual Volumes. This ability allows for data services to be applied at a VM-level of 

granularity and according to SPBM. Virtual Volumes can also refer to the individual storage objects that are 

used to enable this functionality. 

vSphere API for Array Integration (VAAI): A VMware API that improves ESXi host utilization by offloading 

storage-related tasks to the storage system. 

vSphere API for Storage Awareness (VASA): A VMware vendor-neutral API that enables vSphere to 

determine the capabilities of a storage system. This feature requires a VASA provider on the storage system 

for communication.  
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2 vCenter connection 
To enable virtual machine (VM) discovery, monitoring, and snapshot management, the vCenter server must 

be registered in PowerStore Manager. This enables PowerStore to monitor the VM attributes, capacity, 

storage and compute performance, and virtual volumes. It also enables PowerStore to subscribe to event 

notifications, alleviating the need for PowerStore to continuously poll for new information.  

On PowerStore X models, a vCenter server connection is required as part of the initial configuration process. 

This connection enables the VASA provider registration and vVol datastore creation to happen automatically. 

This ability allows users to begin using vVols immediately after deploying the system without any additional 

setup. For PowerStore X models, the vCenter must be hosted on an external server. 

On PowerStore T models, a vCenter server connection is optional so it is not configured by default. In order to 

connect a vCenter server, go to Compute > vCenter Server Connection. You can connect a vCenter by 

entering in the vCenter Server IP Address (or FQDN), User Name, and Password for an existing vCenter 

server. The vCenter requirements are: 

¶ PowerStore T models 

-  vCenter version 6.0 Update 2 or newer 

¶ PowerStore X models 

-  vCenter version 6.7 or newer 

> Any vCenter releases that support vSphere 6.7 can be used for PowerStore X models 

-  vCenter Foundation or Standard license 

The vCenter Server Connection page is shown in Figure 1. 

 

Figure 1 Registering a vCenter server 
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After a successful vCenter server connection is made, the IP address or hostname of the connected vCenter 

is displayed and the status changes to Connected. Buttons to Launch vSphere, Update Connection, and 

Disconnect (PowerStore T model only) also become available, as shown in Figure 2. 

 

Figure 2 vCenter connected 

The Launch vSphere button opens a new tab to the connected vCenter. This feature enables the 

administrator to easily open the connected vCenter. 

The Update Connection button is used to update the connection with new information if the vCenter IP 

address, hostname, or credentials changes. Each PowerStore cluster can only be registered to a single 

vCenter instance at a time. The update button should not be used to connect the PowerStore cluster to a 

separate vCenter instance. On PowerStore T models, the vCenter connection can be disconnected and then 

connected to the new vCenter instance. On PowerStore X models, the vCenter connection cannot be 

changed to another vCenter instance. This limitation is due to the existence of the objects such as the 

datacenter, cluster, PowerStore X model ESXi nodes, virtual distributed switches, and other configurations.  
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The Update Connection page is displayed in Figure 3. 

 

Figure 3 Update Connection page 

The Disconnect button is used to remove a vCenter connection. This feature is only available on PowerStore 

T models since the vCenter connection is mandatory on PowerStore X models. A confirmation dialog is 

displayed when disconnecting the vCenter server, as shown in Figure 4. 

 

Figure 4 Disconnect vCenter Server confirmation dialog 
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3 Virtual Volumes 
PowerStore supports the VMware vSphere Virtual Volumes (vVols) framework through the VASA 3.0 

protocol. This feature enables VM-granular data services and Storage Policy Based Management (SPBM). In 

traditional storage environments, volumes or file systems are formatted as VMFS or NFS datastores for VMs. 

Data services are applied at the volume or file-system level, which means all VMs that reside on that 

datastore are also affected. 

With vVols, VM data is stored on dedicated storage objects that are called storage containers, which become 

vVol datastores in vSphere. A VM consists of multiple vVols depending on its configuration and status. 

PowerStore works with vSphere to track which vVols belong to which VM.  

Data services, such as VM snapshots and clones, can be applied at a VM-level of granularity since they are 

only applied to the relevant vVols. These data services are offloaded to PowerStore to maximize efficiency. 

Also, policies and profiles can be leveraged to ensure VMs are provisioned with the desired storage 

capabilities. 

3.1 VASA provider 
vSphere API for Storage Awareness (VASA) is a VMware-defined and vendor-neutral API that enables 

vSphere to determine the capabilities of a storage system. The API requests basic storage information from 

PowerStore, which is used for monitoring and reporting storage details to the user in vSphere.  

PowerStore includes a native VASA 3.0 provider, which enables the vVols storage framework. The VASA 

provider must be registered in vSphere in order to use vVols. On PowerStore X models, the storage provider 

is registered in vSphere automatically as part of the initial configuration process. On PowerStore T models, 

the storage provider must be manually registered in vSphere to enable vVols functionality. In order to register 

storage provider, go to the vSphere page vCenter > Storage Providers > Configure. Click Add and provide 

the following information: 

¶ Name: <name> 

¶ URL: https://<Cluster_IP>:8443/version.xml 

¶ Username: User with administrator or VM administrator privileges 

¶ Password: <password> 
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The New Storage Provider page in vSphere is displayed in Figure 5. 

 

Figure 5 New Storage Provider page 

After a storage provider is successfully registered, additional details about the provider are displayed, as 

shown in Figure 6. 

 

Figure 6 Registered storage provider 
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3.2 Storage containers 
A storage container is used to present vVol storage from PowerStore to vSphere. vSphere mounts the 

storage container as a vVol datastore and makes it available for VM storage. When using PowerStore for VM 

storage, user VMs should be provisioned on the vVol datastores. User VMs should never be provisioned on 

the PowerStore X model private datastores since those datastores are reserved for the controller VMs. 

PowerStore includes a default storage container that is named PowerStore <Cluster_Name>, as shown in 

Figure 7. 

 

Figure 7 Default storage container 

On PowerStore X models, the default storage container is mounted automatically on the internal ESXi nodes. 

PowerStore can also expose its storage containers to external ESXi hosts, enabling VM provisioning on 

external compute with PowerStore vVol storage. Enable this ability using the following steps: 

1. Registering the PowerStore VASA provider in vSphere (PowerStore T models only) 

2. Establishing iSCSI or Fibre Channel connectivity between the external ESXi host and PowerStore 

3. Registering the ESXi host and selecting its initiators 

4. Initiating a rescan 

5. Adding the storage container as a vVol datastore 

All registered ESXi hosts are automatically granted access to all the storage containers on PowerStore. 

Figure 8 shows the vVol datastore mounted in vSphere. 

 

Figure 8 PowerStore vVol datastore 

In addition to the default storage container, additional storage containers can also be created. On PowerStore 

X models, these additional storage containers are mounted automatically to the internal ESXi nodes. On 

PowerStore T models, these additional storage containers can be mounted as vVol datastores in vSphere. 
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By default, a storage container exposes all the free capacity available on the cluster. Storage containers can 

be configured with a quota to expose less or more storage to vSphere. When configuring a quota on an 

existing storage container, a high-water mark can also be configured. When the utilization of 

the storage container exceeds the high-water mark, the system generates a notification. If the utilization falls 

below the high-water mark, the notification clears automatically. By default, the high-water mark is set to 85% 

and this is user configurable. Figure 9 shows setting a quota of 5 TB and a high-water mark of 85%. 

 

Figure 9 Storage container quota settings 

If a quota is set on an existing storage container, the size is not immediately updated in vSphere. To force a 

refresh, right-click the datastore and click Refresh Capacity Information. Alternatively, the capacity 

refreshes automatically every 15 minutes. Figure 10 shows the updated capacity on the vVol datastore after 

the quota is applied. 
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Figure 10 vVol datastore capacity with quota  

With a multi-appliance cluster, the cluster exposes a single storage container that includes all the appliances 

within the cluster. When a VM is provisioned on the storage container, resource balancer determines which 

appliance within the cluster its vVols are stored on. You can determine which appliance a vVol resides on by 

looking at the Virtual Volumes card within the VM or storage container properties page.  

You can also migrate individual vVols to another appliance within the cluster on these pages. Although this 

practice is not enforced, it is recommended to keep all vVols for each VM on the same appliance for best 

performance. The vVol migration option is shown in Figure 11. 

 

Figure 11 Migrate vVol 
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3.3 Storage Policy Based Management 
vVols leverage Storage Policy Based Management (SPBM) to ensure VMs have the appropriate storage 

capabilities through their entire life cycle. VM storage policies can be optionally created after the storage 

provider is registered. These policies are used to determine the desired storage capabilities when a VM is 

being provisioned. To create a storage policy, go to the Policies and Profiles > VM Storage Polices page in 

vSphere. Click Create VM Storage Policy and check the box to Enable rules for 

ñDELLEMC.POWERSTORE.VVOLò storage.  

The QoS Priority rule determines the relative performance prioritization for the VM if the system experiences 

resource contention. Figure 12 shows the available options when creating a new storage policy. 

 

Figure 12 Create VM Storage Policy page 
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4 Virtual machines 
VMs that are stored on PowerStore vVol datastores are automatically discovered and displayed in 

PowerStore Manager. All VMs stored on the vVol datastores are displayed. This listing includes VMs using 

internal compute on PowerStore X and external compute on an ESXi server. This page includes a list of VMs 

including the name, operating system, CPUs, memory, and more, as shown in Figure 13. 

 

Figure 13 Virtual Machines page 

Click each VM to view more details such as capacity, compute and storage performance, alerts, protection, 

and virtual volumes for that VM. See Figure 14. 

 

Figure 14 VM storage performance 

4.1 Protection 
The Protection card enables administrators to manage snapshots and configure protection policies for a VM. 

This page enables creating a new manual snapshot or modifying and deleting existing snapshots. A 

protection policy can also be applied to the VM to take snapshots automatically, like for volumes and file 

systems.  
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The VM protection page where snapshots and protection policies are configured is shown in Figure 15. 

 

Figure 15 VM protection 

VM snapshots are visible in both PowerStore Manager and vCenter, regardless of where they are created. 

You can view information about VM snapshots in the Manage Snapshots page in vCenter. You can also 

initiate a revert operation from here in order to restore the VM using the snapshot. You can revert to any 

snapshot in the snapshot tree. 

Snapshots that are taken from PowerStore do not include the guest VM memory. This behavior means that 

the VM memory contents and power state are not preserved, but the snapshot is crash consistent. After the 

snapshot restore operation completes, the VM reverts to a powered-off state and can be powered back on. A 

VM with manual and scheduled snapshots that are created from PowerStore is shown in Figure 16. 

 

Figure 16 VM snapshots 
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vSphere enforces a limit of 31 snapshots for each VM, but it is possible to apply a protection policy that 

exceeds this limit. If this limit is reached, the oldest snapshot is automatically deleted chronologically starting 

with the oldest when the next snapshot is created by the policy. Although manually created snapshots count 

towards this limit, they are never automatically deleted since they do not have an expiration date. 

In large environments, it is possible to initiate many snapshots requests to vCenter at once. In order to 

prevent overloading vCenter, PowerStore sends a maximum of five simultaneous create snapshot operations 

to vCenter. The remaining operations are queued and started as each create snapshot operation completes. 

PowerStore also sends a maximum of five simultaneous delete snapshot operations to vCenter. Although the 

create snapshot operations are sent individually, delete snapshot operations can be sent in batches, up to a 

limit of five. Since these two limits are different, it is possible to have a total of five create and five delete 

snapshot operations simultaneously on different VMs. 

For more information about snapshots and protection policies, see the document Dell EMC PowerStore: 

Snapshots and Thin Clones on Dell.com/StorageResources. 

4.2 Virtual Volumes 
The type of vVol provisioned depends on the type of data that is being stored: 

¶ Data: Stores data such as VMDKs, snapshots, full clones, and fast clones. At least one data vVol is 

required per VM to store its hard disk.  

¶ Config: Stores standard VM configuration data such as .vmx files, logs, and NVRAM. At least one 

config vVol is required per VM to store its .vmx configuration file.  

¶ Swap: Stores a copy of the VM memory pages when the VM is powered on. Swap vVols are 

automatically created and deleted when VMs are powered on and off. The swap vVol size matches 

the VM memory size.  

¶ Memory: Stores a complete copy of VM memory on disk when suspended, or for a with-memory 

snapshot. 

At a minimum, three vVols are required for each powered-on VM: data for the hard disk, config for the 

configuration, and swap for the memory pages.  

The Virtual Volumes card provides details about the vVols used for the VM. PowerStore uses the VASA 

protocol to communicate with vSphere to create, bind, unbind, and delete vVols automatically as needed. 

Manual management of these vVols is not required. This page provides options to migrate vVols, manage the 

Watchlist, and collect support materials also.  

  

https://www.dell.com/storageresources
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Information such as the vVol name, type, capacity, storage container, appliance, and IO priority are displayed, 

as shown in Figure 17. 

 

Figure 17 Virtual Volumes 








































