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PowerEdge R6615 RFE U IRSEE, S

e —/NAMD EPYC 55 4 X 9004 RFIGbESE, ik 128 ™Mzl

e 12 DDR5DIMM 15, IFHEA 3 TB

BNTTR AC B; DC EBRIEE

221K 10 x 2.5 B~ SAS/SATA/NVMe IRZNSE. 8 4N 2.5 T~ NVMe SSD IEFNEE. 4 4 3.5 Hi~xf SATA/SAS IRzNSEaY 2 4N 2.6 i~
(i5T) SAS/SATA (HDD/SSD) IRzhEe

227X 16 x E3.S NVMe 5.0 5 14 x E3.S NVMe 5.0 &, 2 x E3.S (&) NVMe 5.0 Direct K528

E/2F PCl Express® (PCle) 5.0 f9¥ FRIFIE

REMERECR (NIC) FIMEIEORAR

ERTAE CPU fl/e i BRI EIRRS

(D |i: BRAMAREIR NVMe PCle SSD U.2 BENEZER, 52013 (Dell Express Flash NVMe PCle SSD /B 7555 , ®tE: Dell

Support page NEEFE~m > iR OEITESE > [FiEhcssflisHlZE > &R PowerEdge Express Flash NVMe PCle SSD >

i > FFI.

(D|i%: SAS. SATA IRENSEAIRTESLHNEAIRBA R ERFR AIRENES, FRIEB SR,

i IEPERF LRFRBER/RIGENNRAY GPU, M-REkEf PCle iRF. REFBNMKNBHZESHRIRFIEHZE,
HERRFRERA.

Em:

P S MRS
R

KETIERE

ERFUTER — RS ELESTE, Ty RIRSSHRGNTEAREIHTSIE, USEUTUBRSER:
o BiEEtE
o RIS (VD)

o EHIML
A
= - HigA
AR s
AMD Genoa 4288 (SP5) BOEE: SMEIERESIX 128 Mzl
5 YK T EHA
AMD S HEIZBREFEIZE (xGMI), ik 64 MEEK.
BERIA 41 GHz
A TDP: 400 W
4800 MT/s DDR5 % AN CPU £i4 12 MBI 14 DPC, &t 12 4 DIMM
32435 DDR5 ECC RDIMM
PCle £ 50 @32 GT/s

RREME 5


https://www.dell.com/support

.1 #EA (8)

BA

52 e

PCle 1EHi& ZIE=/ PCle HfE, T x 8 H x 16 1B&
Flex 1/0 LOM#R. 2x1Gb, H BCM5720 LAN 12458 (T]%k)
T 170 0
o 17NEHIDRAC LLKMiIHO
e 1/ USB30
e 1/ USB20
e 1xVGAIRO (WFEERSEENEE)
ER{TimOEDN, & STD RIO 1R
OCP EZE-E 3.0 (H x8 1 PCle BE1E)
BIE 1/0:
e 1N IDRAC Direct (Micro-AB USB) i
e 1/ USB20
o 1/NVGA
CPLD 1% ZIEIFE PERC, #E#E<. BOSS N1, BP FI&E I/0 EBIOS &
iDRAC HIBERIEEUE.
L H PERC PERC 11 i
e HBA355i, H355, H755, H755N
PERC 12 #0]
e HO65
e H96be
e HBA465
e HBA465¢
(4 RAID 3160
EBiR 16G &1t EAY 60 2R 5 15G B9 PSU SMERIEHERL.

£k& 700 W AC/HVDC

B£ 800 W AC/HVDC

£K% 1100 W AC/HVDC

B4 1400 W AC/HVDC

£X£ 1400 W AC/HVDC

£X£ 1800 W AC/HVDC

1100 W -48 LVDC

6 RREME




TEE 7~ PowerEdge R6615 F] PowerEdge R6515 Z [AIRILLES,

. 2: IIHERRMFLLER

REHEFMCPRELER

Ihee PowerEdge R6615 PowerEdge R6515
PN EES —/ AMD® EPYC 55 4 f{; Genoa (SP5) 41828 | —1> AMD® EPYC™ 55 3 f{; Rome (SP3) 4hHEES
QMEREEIE SHEIZRNEFEEE (xGMI) 32 GT/s T HIEEBRERE (xGMI) 16 GT/s
rsy=a 12 4~ DDR5 RDIMM (3 TB), #HEmiA 4800 16 x DDR4 RDIMM (1 TB). LRDIMM (2 TB), &EEXA
MT/S 3200 MT/S
FhgiEHles e PERC: HBA355i, H355, H755, H755N. e PERC: HBA330. H330, H730P
H965i, BHA465i o HMEBERCES: HB840. HBA3LLe
SMEBIERCES . HBA35be, BHA465e, HI65e |eo #rf4 RAID: S150
{4 RAID: S160 e BOSSS1
BOSS-N1
IXENESTEER 1IEEFEER: 1IEEFEER:
o K44 3.5 B SAS/SATA (HDD/SSD), |e ik 44 3.5 Hf SAS/SATA (HDD/SSD), &k
BA80TB 64 TB
o ZBIK8N 25T NVMe SSD, £k 122.88 |e 21k 8 x 2.5 Ba<f SAS/SATA (HDD/SSD), Bk
B 19.2 TB
e ZIK 101 2.5 T SAS/SATA/NVMe (HDD/ | e 1K 10 /N 2.5 38 NVMe, BERIX 76.8 TB
SSD), X 153.6 TB ASEELR
o ZIK14E3S (NVMe Gend), K 107.52 |eo FEMH
B
o %IK16 /N E3.S (NVMe Genb), Bk 122.88
B
BEZR:
o 3k 2 x 2.5 ZEF SAS/SATA (HDD/SSD), &
X 30.72 TB
o ik 2 E3.S (NVMe Genb), £k 15.36 TB
Z=NE e 1800 W (K€ %% 200-240 VAC 8 240 HVDC | e 700 W B&%% 100-240 VAC Bf 240 HVDC
e 1400 W A€ 100-240 VAC &, 240 HVDC e 5500 W &4k 200-240 VAC B, 240 HVDC
e 1400 W £K&%% 100-240 VAC Ef 240 HVDC | BB TRIIER PSU.
o 1400 W k&4 277 VAC 8k 336 HVDC
o 1100 W £X£&4% 100-240 VAC 8k 240 HVDC
e 1100 W LVDC -48 - -60 VDC
e 800 W B&%% 100-240 VAC &k 240 HVDC
e 700 W &4k 200-240 VAC &Y, 240 HVDC
BETEARIRER PSU,
I ENIEIT o THGH o THGH
o TONEEEKS (DLO)
(D)|iE: DLC B—MHIZREERTTZR, FENIRIK
SEFELSEESE (CDU) ABEE1T.
X153 ZIANA (UXBSIELR) FRE (STD)/ SR ZIA=1 (WXBER) R (STD)/EMHRE (HPR) #&
B2 (HPR Gold) BuEEIXES RN
RY B 428 =X (1.685 HY) B 428 =X (1.685 HY)
=E: 482 =K (18.97 3Y)) T 482 2K (18.97 ;1Y)

RFETNEEFRELER 7



+®. 2: IDREERMFLLER  (88)

Thee PowerEdge R6615 PowerEdge R6515
RE: 77213 2K (3039 %KY |, HHER RE: 72846 K (28.67 ) |, HHHM
RE: 75829 2K (2985 HY) , AR | RE: 71462 2K (2813KY) , FHiEiR
ANEZRIAE U R IRSS =5 1U MZRHIRSS =5
BRAXNETE e DRACY e DRACY
e DRAC Direct e (DRAC Direct
e 75 Redfish B iDRAC RESTful API e T Redfish B iDRAC RESTful API
o DRAC IREZFEAR o DRAC IR
e Quick Sync 2 FozkiEsR e Quick Sync 2 FoLkiEsR
Hitk ANIEAYR R EIRES R SR ANIEAYR R EIRS R SR
OpenManage {4 e OpenManage Enterprise e OpenManage Enterprise
e OpenManage Power Manager {412 e OpenManage Power Manager {42
e OpenManage Services iH{HFERF e OpenManage Services 1H{FFERF
e OpenManage Update Manager f&{4HFER e OpenManage Update Manager f&{4HF27
it OpenManage Mobile OpenManage Mobile
ERFIERE OpenManage 555, OpenManage £, OpenManage Connections
o Microsoft System Center e Microsoft System e Micro Focus Operations
e Red Hat Ansible Modules Center Manager
e VMware vCenter and vRealize Operations e Red Hat Ansible
Manager Modules
e VMware vCenter
et o AMD ZENNEEHML (SEV) o AMD ZENIZEEHML (SEV)
e AMD RZ2WTFINZ (SME) e AMD REWTFINZ (SME)
o INEESHEH o INEEBEHF
o BSEUENNZE (BEAMEIIMNPEHEIRN |o R2BM
SED) o LTRERR
o TEFH o MHER{EER
o LTEER o ZFZPIE (FEE IDRACI Enterprise 8 Datacenter)
o LTREMINE (FFH=EMNE) e TPM12/2.0FIPS, CC-TCGIAIE. TPM 2.0 HREX
o MEREER fitX NationZ
o ZE&BE (EE DRACI Enterprise &,
Datacenter)
e TPM2O0FIPS, CC-TCGIAUE. TPM 2.0 b
NationZ
ERAZL NIC 2 1GbE LOM k£ (|]i) 2 N 1GbE LOM k£ (H]ig)
POLBIEIR 1x OCP 3.0 £ (i) 14 OCP 3.0 (J3E)
0| iE: ZRRERTFERFHLRE LOM R/ | (O)|iE: ZRRAIFERZHZE LOM RF1/8; OCP
OCP &, <.
GPU IR Z3K 2 x 75 W (SW) £5£ 2 x 70 W (SW)
i1 ST BEiRO 1TEmERA BEiRO
o 1NMNEHRIDRAC e 1/NUSB20 o 1/MNEAIDRAC e 1N IDRAC B/ LAK MR
micro-USB o 1/NDRAC BE#/LA micro-USB |
e 1/NUSB20 KM e 1/NUSB20 21N USB 3.0
o 11NVGA e 1/NUSB3.0 e 1/1NVGA 1/MNEBfTimO (B]3%)
o 171 VGA (T’ o 1/ VGA
REAEE AT
%)
SRR 14 USB 3.0 SRR 14N USB 3.0
PCle 23X 3 /™ PCle ¥EHi& 23K 2 /N PCle ¥Hi&E

8 RATHEEFCRELER




+®. 2: IDREERMFLLER  (88)

Ihee

PowerEdge R6615

PowerEdge R6515

2/ PCle 5.0 tHf&
3 /N PCle 4.0 i

11N PCle 4.0 1&#E
14N PCle 3.0 #&t&E

BERGANRE N EE
R

Canonical Ubuntu Server LTS

5 Hyper-V B Microsoft Windows Server
Red Hat Enterprise Linux

SUSE Linux Enterprise Server

VMware ESXi
ﬁ?&%ﬂ%ﬁﬂﬁi‘%{’ﬂétﬁ?%ﬂ{nm BESH
Dell.com/OSsupport LIRSEEE. FEFIME R
TREHRY Dell Enterprise $#2{EZ& %,

ﬁ%%ﬂ%ﬂ]ﬁi‘;&’ﬁ MHFESR, 525

Canonical Ubuntu Server LTS
Citrix Hypervisor
Windows Server LTSC,
Red Hat Enterprise Linux
SUSE Linux Enterprise Server
VMware ESXi

& Hyper-V

22159 Dell.com/

OSsupport LARS5ES. FAEFIMILE=EAIRERY Dell
Enterprise I{ER %,

RFETNEEFRELER
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https://www.dell.com/support/contents/en-us/article/Product-Support/Self-support-Knowledgebase/enterprise-resource-center/server-operating-system-support
https://www.dell.com/support/contents/en-us/Category/Product-Support/Self-support-Knowledgebase/enterprise-resource-center/
https://www.dell.com/support/contents/en-us/article/Product-Support/Self-support-Knowledgebase/enterprise-resource-center/server-operating-system-support
https://www.dell.com/support/contents/en-us/article/Product-Support/Self-support-Knowledgebase/enterprise-resource-center/server-operating-system-support
https://www.dell.com/support/contents/en-us/Category/Product-Support/Self-support-Knowledgebase/enterprise-resource-center/
https://www.dell.com/support/contents/en-us/article/Product-Support/Self-support-Knowledgebase/enterprise-resource-center/server-operating-system-support

HFaREIFNTNEESRLF

FM:

REHIRIRE
REHEIE
RFRE

RERIRIHRE]

1: 4 x 3.5 TR R FAIRIE

2: 8 x 2.5 EIIRFNBRFARIFINE

3:10 x 2.5 I IREIR R FRIBIHRE]

5: 16 x EDSFF E3.S RGN R ARIBINE

10 MiaIMEFITEESR %
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F:
IS

EET:
AMD

AMD EPYC™ 9004 ZFI4MESE (TR "Genoa” ) EHFAHIEFMISE 41X AMD EPYC™ &5 L& % (SOC), AMD EPYC™
9004 RFIAMFREEET AMD By SP5 FEZSHREERZEMIFNETAY BIOS, AMD EPYC™ 9004 RFIAMREE ST EPYC™ %1 7002
( "Rome” ) #07003 ( "Milan" ) 4bIBEERY AMD SP3 IGEEMEMIATRS. "Genoa” BLERET AMDHJ “Zend” #0 "Zendc" #%

iy, EERREY 170 EHlEE. B MZUDEIA 32 MB L3 BiRER. SRTEMURRASEIFINGFEIEE, SEET T —REARS

g8, FE(E TCO H4srasCHN AL RAYATIE],

TFFIE T AMD Genoa I i P EIERUFHEFITIRE :

o THFZIX 128 MZOEY AMD Zendc CPU FIZZ1A 96 MY AMD Zend CPU, FHEIT 32 MB L3 BiRER/fMERMtEsE. SRk
I 170 STFRE 128 NMEREHN PCI Express 5,

o ZIEEIA 4800 MT/s DIMM (1 DPC) #1 RDIMM IFIZR T ARtsE. BITLATARIERE T FMHEE: Infinity Fabric™ 1R
B$PEE, BARIF x86 L3 BiRERE — mEik 32 MB/#Zil),
REBSERE N 12 MBIE DDRS, RS 256 GB/@E, FHEHF 2. 4. 6. 8. 10F112 MNEEEREMILIEIA,

e @I AMD Infinity Guard 1838 THIEFENZ 208, HPBEE AL ERIPTENIE (ZeREINEMTEINZAIEMN
- REHRES N (SEV-SNP),

ple s 17



F/&\:
STIEEHIRTE

b =
ZIFHAE
R6615 1F521k 12 4N DIMM, BiA 3 TB NTEFIEIX 4800 MT/s HUIERE,

R6615 375555775 (RDIMM), RIFRAFERFRR. TSIFEEEH DIMM (UDIMM),
= 3: AERALLER

RAFEFRER

TheEssTE PowerEdge R6615 (DDR5)
DIMM 25 RDIMM

IR 4800 MT/s

BE 11V

®| i ZQM RS RTAS SRR DIMM JREAOMAE,

18 REFRR



=hf

FM:

+  TRtEESIEE
© SUFHYIRENRR
«  AEEHEEE
.+ HIMERTRtERR

FhfEHlEs

/R RAID 124 S81 5 THEM TR0, 815 fPERC R, fPERC IRHERY RAID FE{HSFISE, (FRA/NEINSEEREOEEDIE
FEEH, MASHH PCle &, 16G PERC 1542885 15G PERC &%, Value F[ Value Performance ZREIIGM 15G HhgELEZ
16G. 16G RETF Harpoon UK MHEEEF M. WSinr - miSies (OPs tEREFHEE SSD HaE.

®|;$: RAID 1 IREHEERIA/INMAUNTFE A RAID ZEEHIA/N,
. 4: PERC H5i=HIZE*~ M

e AL i s

NI S160

=l H355. HBA365 (P9ER/ANEB) . HBA465 (PIER/FINER)
(= a1 H755. H755N, HI65 (PIER/FMER)

iE: ETHREUR PowerEdge RAID $ZHlIE8 (PERC). B4 RAID $=H88E BOSS RAVTHEELANERB RAVIFEMER, 1B REiEET
EB{AASI{4:  Storage Controller Manuals,

SZFFRYIKENRG

TFRFIHT R6615 STFHIAERIRENERTIZR.
. 5: ZIFROIRENES

MRS 5] =E L3 3¢ 3 BE

2.5 B VSAS 12 Gb SSD 192 TB, 3.84TB, 960 GB. 7.62 TB

2.5 B SAS 24 Gb SSD 1.92 TB, 1.6 TB. 800 GB. 3.84 TB, 960 GB, 7.68 TB

2.5 H<F SATA 6 Gb SSD 1.92 TB, 480 GB, 960 GB, 3.84 B

2.5 H5f NVMe Gen4 SSD 1.6 TB, 32TB, 64TB, 192 TB, 3.84TB. 15.63 TB, 7.68 TB,
800 GB, 400 GB

2.5 Ja~f DCNVMe | Gen4 SSD 3.84TB. 960 GB

2.5 5 SAS 12 Gb 10 K 600 GB. 127TB. 24TB

3.5 B SATA 6 Gb 72K 2TB, 4TB, 87TB, 12TB. 16 TB, 20 TB

3.5 B SAS 12 Gb 72K 2TB, 4TB, 87TB, 12TB. 16 TB, 20 TB

EDSFF E3.S NVMe Gen5 SSD 3.84TB, 7.68TB

=hE 19


https://www.dell.com/support/home/en-in/products/data_center_infra_int/data_center_infra_storage_adapters

REM=hEEcE

7. 6: R6615 NEMFEECEER

(SAS4/4.0)

HDD/SSD 2% | EEM NVMe/ | 16G IEEFi# SmFiE PERC #£ =FisihEs EHIRSIMEE RS
(F4EBOSS) | iEFBHEIE (f+a)

0% 0/0 ER EF 0+0 NER ER

8 0/0 U435 EITE | NEA 1+0 HBA355i/H355 | HIE& PERC
B

12 0/0 U 4x3.5 TS | 1U BE X2 E3S [ 1+0 HBA355i/H355/ | BIE& PERC
it BP S160_NVMe

14 0/0 1U 8x2.5 SAS4/ | NEF 1+0 HBA355i/H355 | BIE PERC
SATA RAID

14 8/0 1U 8x2.5 188 ER 0+0 S160_NVMe NEF
(SAS4/4.0)

16 8/0 1U 8x2.5 1@H ER 1+0 H755N HIE PERC
(SAS4/4.0)

16 8/0 1U 8x2.5 i@ H NEF 140 H965i BIE® PERC
(SAS4/4.0)

16 8/8 1U 8x2.5 iBH EH 1+0 HBA355i/H355/ | BIE PERC
(SAS4/4.0) H755/

S160_NVMe

8 8/8 1U 8x2.5 i@ REF 1+0 H965i/ BIE PERC
(SAS4/4.0) S160_NVMe

8 0/0 WI0x2.5 B | NEF 1+0 HBA355i/H355/ | BIE& PERC
Uni BP H755
(SAS4/4.0)

8 0/0 WI0x2.5 B | NEF 1+0 HI65i BIE PERC
Uni BP
(SAS4/4.0)

16 4/ 4 1U 10x2.5 Za~f ER 1+0 HBA355i/H355/ | BiI& PERC
Uni BP H755/
(SAS4/4.0) S160_NVMe

16 4/ 4 1U 10x2.5 Z&~f NEF 140 H965i BIE® PERC
Uni BP
(SAS4/4.0)

16 0/0 WUI0x2.5 3 |1U BSHE 2x2.518 |[1+0 HBA355i/H355/ | BIE& PERC
Uni BP FAZCIR (SAS4) H755
(SAS4/4.0)

16 0/0 WI0x2.5 3 [1U BE 2x2.518 | 1+0 H96b5i BIE PERC
Uni BP FBFIR (SAS4)
(SAS4/4.0)

16 10/0 WI0x2.5 B | NEF 0+0 S160_NVMe NEH
Uni BP
(SAS4/4.0)

24 0/0 WI0x2.5 B [1UBE x2 E3.S [ 1+0 HBA355i/H355/ | BIE& PERC
Uni BP BP H755/
(SAS4/4.0) S160_NVMe

24 0/0 W1I0x2.5 2T |[1UBSE X2 E3.S |[1+0 H965i/ BIE PERC
Uni BP BP S160_NVMe

20 =hE




7. 6: R6615 NEMFEECEER (£E)

HDD/SSD 241 | EEMH NVMe/ | 16G IEEF(E SmFE PERC #& =Fisi=hEs 1= HIESIME RS
(#+iEBOSS) | iEFIHHIE (f+a)
24 10/0 W10x25EF  [WUEBEXx2E3S [0+0 S160_NVMe RER
Uni BP BP
(SAS4/4.0)
24 8/0 UBXE3S TR | NEF 0+0 S160_NVMe NEA
BP
24 8/0 WUBXE3S, ™ | ANER 2+0 H755N HIE PERC
fPERC EBjRIEHIE
FClE BP
24 8/0 1UBXE3.S, & |FEMA 2+0 H965i BiIE PERC
fPERC EERHEIE
TSR BP
26 8/0 UBXE3S B | FEF 0+0 S160_NVMe RER
BP
(D|3F: *BOSS 32#l: FrEE AT BERSTIFaI R BOSS.

JhEBFfiE=S

R6615 3785 FRHPFIHAIIMEBF#IREREL.
& 7: STHFROIMEBTFER S

IREERE 588

SRR SCRAEREZESMER USB BT m
NAS/IDM R FRz= B4R STIFAY NAS 3R

JBOD ZIREREEF 12 Gb MD-series JBOD

=hE 21



Fm:

+  OCP3.0X#

[ %y
e

PowerEdge #ft T ZFPIEIN, ATERSSHRZEREBHER. FINEFTITRERA, FBIEHFEKEREERNRREIE)

88, L5 DRAC Ec&fEM. IXLERCRREZIT™RIIE, JER/RIRSSHFF RS ERHEREE .

OCP 3.0 X¥F

7. 8: OCP 3.0 IngEFIZ=

Ihie OCP 3.0
Bz SFF
PCle fX& 4.0
=K PCle 5B x8. x16 (#¥ OCP £k#4)
B Kl ] 4
i Wi BT/SPF/SFP+/SFP28/SFP56/Q56
= F N M 25 GbE, 100 GbE (T OCP £&4%)
NC-SI =
SNAPI &
Wol =
73 15 W-35 W
Z$5RY OCP =
x.9: Y ocr £
SMIZEINE EVTE] M) RAIROER imOHE
OCP 3.0 Broadcom Q56 100 GbE 2
Mellanox SFP56 100 GbE 2
Mellanox SFP28 25 GbE 2
Broadcom SFP28 25 GbE 4
Broadcom SFP28 25 GbE 2
TR SFP28 25 GbE 2
TR SFP28 25 GbE 4

22 BXR)




®.9: T OCP £ (&)
SMEZHIE EVTE] iR AR OER imOHE
Broadcom BT 10 GbE 4
TR BT 10 GbE 2
Broadcom BT 10 GbE 2
Broadcom BT 1GbE 4
IR BT 1 GbE 4
TR BT 1 GbE 4
Broadcom BT 1GbE 4
OCP NIC 3.0 S#lZEM4EEFRELE:
#.10: OCP 3.0, 2.0 #1 rNDC NIC k&%
HMIZEIHE Dell rNDC _?EC):P 2.0 (LOMXE [ocP3.0 3 23
PCle Gen3 Gen3 4.0 59 OCP3 g SFF
(/NEE)
&K PCle 188§ x8 =ik x16 Bk x16 BESRIRSS EREELST
RiEZ*.
H=1LOM = = = Jrzjx% IDRAC s EE
R,
HHENEEIR = = = BTH=LOM

BXPY 23




PCle &%t

FM:
«  PCle i +®

PCle {515k

THER 7 FarEE-Rm.

15: RFER LAEIE-RIROME

1B 2. BEER2
3. BEEERS 4. BEEFRA

24 PCle FE%



16: %K< R1Q

17: 815K R2A

PCle FE% 25



18: {51k R2T

19: §5i%K R2U

26 PCle F&E%



20: §£1%K R3A

21: 5%k R3P

PCle FE% 27



22: §51%K R3S

23: §5i8 RAP

Z&. 11: PCle 515Kl E

=t RSR & CPU 8 4509 PERC 28! AEESEEE
0 JZ RSR 1 BiE PERC =
1 R2A + R3A 1 BIE PERC 2
2 R2T + R3P 1 BiIE PERC 2
28 PCle FE&




®. 11: PCle $&i%RECE (£E)

B RSR BS CPU #i= FI509 PERC %R aIRERY S ETEfE
3 R1Q + R4p 1 BIE PERC &
4 R2T 1 BIE PERC =
5 R3P 1 BIE PERC =
6 R2A 1 BIE PERC £
7 R2U + R3S 1 BIE PERC =
8 R2T + R3A 1 A& PERC =

PCle &%
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NI, BRHIES

PowerEdge fRSS R RAB—HRIISERNERES, AIEMRIFSEENEENEZRERER, NMFERSRSESEINGE. TRIIHTER
R A T RIS RN TREMRA,

E@:

I
A
==z
Ll =|

I

#+=. 12: BETRMEAR

ThHESRMF

1588

EJERE (PSU) FRES

B/REY PSU P ASBESMERETNEE, FINTERFT BRI TRIRREISICRIRER. £98
IREER D PEREMER.

RFEHEZENTE EAERIZHGIT I TR (EIPT) IS BES R RmaIEkE. ERRURI EIPT, BaLIEEEE
TR T EM. FBRIRERZSOTEMERIIIRE. BXFE, BnatlEMZMi TE,
TSR B/RIIRS S/ SFEEXITIDAEFHES/EN, 815 80 PLUS, SIRRIFFEFIRERZ £,

AR R

PSU EBjRISNASOHEIE

o RURRIFBIRESIERERRIN 1%, MITWARERN 5%.
o FHHEMRIBEIRE
o INE FIRTRIMREEEE

THERPRER R RNR AR CRRSNIBINZR LR, LRSI PSU MBI, FRORAEE. B/RIE
FREHALRTRS, ZREEER AMD GUARDMI FIT#TeRsethiEiRgg,

RAER IDRAC Enterprise Fl Datacenter {tiRSSSR B0, TIEANESE. PIFFNRABRAIGE. REME
HITHEE,
Dell OpenManage Power Center AIZEHZR. {TRIAUE-ROREIAIRSSSE. R LB NaMEIES
SIRAEREETE,

EEIFRRIREE, AMD GUARDMI E—FR ATHEA, 1R S mAAR S S8R IR ASANEE EPRAITHAS, B/RIME T
18id Dell IDRACY Datacenter ] OpenManage Power Center 358 AMD GUARDMI ¢EpAY5CEEEE R
BERASE, AEAMRSE, NSRRI RIS TE TR SR, REH
TR AREERR AT, SHEE S Ta AT ARSI E, LA
PR AT,
PR /R IR 3 SR R T 32 TR RS S a5 BT,

FXUESED 1525 ASHRAE A3/A4 BUEABRE!,

e BRIRM T — Lol RS AR R R R R AT 22, HrhaiE:

o FEEEEE (PDU)
o NEMFEEIRIRE (UPS)
o BEEERUEHINIZRE

BXRESER, BN R ORFISAFRS S,
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https://www.dell.com/calc
https://www.dell.com/ae/business/p/dell-managed-pdu/pd#:~:text=The%20Dell%20Managed%20PDU%20is,warn%20of%20potential%20circuit%20overloads.
https://www.dellups.com/
https://www.dell.com/learn/us/en/25/shared-content~data-sheets~en/documents~dell-energy-smart-rack-spec-rev2.pdf
https://www.dell.com/en-us/dt/servers/power-and-cooling.htm#tab0=0

AR E

Energy Smart FEIEIBEEREINAE, FIMNBESIERIT A BIEAITRIER SRR, INARAERRIIERIERESCR, A0S
RITHERESRFNSTHAVAETER AR, MANRIREEINEE, AT EEsSRERNEREN. TRERTAT R6615 AIBIREER

IJﬁ\ o

. 13: BiRREIRIRN

I p2E HE/HifR b Bune
700 WEEHER | 50/60 Hz 200-240 V AC/4.1 A HKEeRK 2625 BTU//)\A
HLAC 800 W iB&HET 240V DC/3.4 A NER 2625 BTU//NF
800 W iB&HET, | 50/60 Hz 100-240 V AC/9.2-4.7 A BE&R 3000 BTU//)\Bet
NEF 240V DC/3.8 A ANEF 3000 BTU//)\At
1100 W B&ER | 50/60 Hz 100240 V AC/12-6.3 A ek 4100 BTU//)NEF
&R 240V DC/5.2 A &R 4100 BTU//NBF
1100 W -48 VDC | Ai&EFS - (48-60) V DC/27A &R 4265 BTU//)NA
1400 W BEGHE | 50/60 Hz 100-240 V AC/12-8 A HERK 5250 BTU//NeF
= A& 240V DC/6.6 A RNER 5250 BTU//)\A
1400 WiB&HE | 50/60 Hz 100-240 V AC/12-8 A HKER 5250 BTU//)\B
= SET:E 240V DC/6.6 A NER 5250 BTU//NEF
1400 WiB&HE | 50/60 Hz 277V AC/5.8 A HER 5250 BTU//)\eet
itszZ VacHl &ER 336V DC/5.17 A NER 5250 BTU//)\E
1800 WBEHR | 50/60 Hz 200-240 V AC/10 A HER 6750 BTU//)NET
T HLAC &R 240V DC/82 A &R 6750 BTU/Z)NAY

(D) i%: tERHAR
(D3 BerB 2R PSU RISIEThERITE,

O\

24: PSU RS

1400 W B, 1100 W PSU BIZREZELAEELEIE 3SR 100-120 VAC i51T,

o HLAC RESEEIEISAREIR, SBEJ 200-240 V AC,
e HVDC REBEER, BEN 336V DC,

C13 C15

MEA PSU BITHEREEESIEE 1050 W,

BenfEE 31




25: APP 2006G1 B4

%. 14: PSU HjBZ:

MRS L Th BiF%
A 60 K 700 WiBE#ER HLAC C13
800 W E&1ET( C13
1100 W iBE1E c13
1400 W B BRI c13
1400 W RESHER 277 Vac FI | APP 2006G1
HVDC
1800 W IR ESHET HLAC C15
(D)|i%: C13 BB S C14 &= CIb BHERELIRES, AIATIERE 1800 W PSU,

PowerEdge FRSZERA—RIISEANEREE, A EMNRIFSGAEILIRENERER, MMFEIRSSRESINE.

ARIgT

FERBAEERARHHRMBSMHRERAIISENRE, FRRFRTRREINNEBEERE. XAILES 10°C & 35°C (500F &
95°F) Bl RNRRESEEE ZRNRRETH.
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1. Reliability

2. Performance

3. Efficiency

4. Management

5. Forward
Compatibility

26: HvgIHHE

*«Componenthardware reliability remains the top thermal priority.
« System thermal architectures and thermal contrel algerithms are designedto
ensure there are no tradeoffs in systemlevel hardware life.

+Performance and uptime are maximized through the development of ccoling
solutions that meet the needs of even the densest of hardware configuraticns.

+16 G servers are designed with an efficientthermal solution to minimize power
and airflow consumption, and/or acoustics for acoustical deployments.

+Dell's advanced thermal control algorithms enable minimization of system fans
speeds while meeting the above Reliability and Performance tenets.

« System management settings are provided such that customers have options to
customize for their unique hardware, environments, and/or workloads.

«Forward compatibility means that thermal controls and thermal architecture
solutions are robust to scale to new components that historically would have
otherwise required firmware updates to ensure proper cooling.

+The frequency of required firmware updates is thus reduced.

PowerEdge R6615 RIBEZ TS RBILA TS :

HARIEERIRLT
REBMNENNRE EEAXBRAHRARARIENX

R IR LSS R ERGRIRIT.

=, FEEAREMEDXERIMA.

SEHNVEEAER: BRI RRTIRERAEAINRECRSBRHNARMASRRATNEEE, URARGEERREM. BE

SR IREE SR, DIMM,
HA AR R

OHRE. N\OZSIHE, @i, OCP,
o FTFFIXKAPAEEETANGIREES: FTTRAREEES ol FR RSB & EERIRIBEAOTSSINE B EFRENEE
RSN REEE,

. AMERE

o FFEERERE: HNTHAE iHEIJ&—LLEF'%Bﬁ?&*—.rﬂgﬂ"i"‘jz?iﬁﬁﬁﬂ FRILHEAEX—IRSS 250 IDRAC BIOS IRE RS

FEINTERNAFUESRE. BRFMER, 152017 PowerEdge FAF LAY (&R PowerEdge R6615 Z2F0IRSFMY . LA
% Dell.com £ "EREEES: BINEFEIR E’flv_ﬁﬁl:ﬂ’,"
BEITTR: R6615 fBIF N+1 KUBITR, MMERFHI— MRS R ESIPERT i ESHRE,
INMEHIRE: UCAIBEAETERRE R6615 ) AR EAME TRE 5.
===
ol =]
e
?ﬁjﬁfﬂ PowerEdge R6615 BIERTE ABETEIEHOIMEIIWIZRLEIRSEE. BR, FRAESAIE A SR ETIAZIRENESH
. 15: R6615 MG SR
[T =1 RIS NI £ - 1(HPC) WeEEs
CPU 58 AMD Genoa AMD Genoa AMD Genoa AMD Genoa
CPU TDP 200 W / 24°C 200 W / 24°C 200 W / 24°C 320 W / 48°C
CPU 12 1 1 1 1
AERE 16 GB DDR5 16 GB DDR5 64 GB DDR5 128 GB DDR5
DIMM (& 6 6 12 24
BiRsEE 4x 3.5 H~f 4x 3.5 H~f 10 x 2.5 B~f 10 x 2.5 F~f
[ESEeSi 3.5 %< SATA2 TB 3.5 %< SATA2 TB 2.5 3 NVMe SSD F4EHIR PA500
2 TB NVMe
SSD
INE, BAHIES 33


https://www.dell.com/support/home/en-us//products/server_int/server_int_poweredge

7. 15: R6615 PIAEHECE (4E)

[T =1 R PN BE-1(HPC) Iu e
RE 2 2 10 heeE=
PSU 28U 800 W 800 W 1400 W 1400 W
PSU #1182 2 2 2 2
PCI1 EA EA XA 25 GbE EA
PCl 2 ANER NEH Wiz 25 GbE ANER
BIE PERC PERC H355 PERC H355 PERC H355 7 PERC
OCP Xi#M 10 GbE X7 10 GbE Wm0 25 GbE Wi 200
GbE
M.2 & & BOSS-N1 BOSS-N1
#. 16: R6615 BLBERIESHIE
RE | BEARAOIER | A1 IR &8 - 1(HPC) |MgEEE
AERE: 1E 25°C IMEREPTR/1B1T
L wam (B) R 5.2 5.2 5.5 6.0
%ﬁ/g)ﬂﬁﬁﬁiiﬁ?@) 52 52 5.5 6.0
K, (B) R 0.4 0.4 0.4 0.4
gﬁ/g)ﬂﬁﬁiﬁﬁ@ 04 04 0.4 04
L pam (dB) SR 35 35 39 43
%ﬁ/%)t'{iﬁﬁiiz‘zﬁ@ 35 35 39 43

BREAEEC) RN TR BRE AR

RS £ 28°C INEREFTH

L wam® (B) 5.4 5.4 5.9 6.2
K., (B) 04 04 0.4 0.4
L pam@ (dB) 38 38 43 46
Eattee: ERRREN 35°C RIS ASEME

L wam® (B) 7.8 7.8 8.0 8.6
K., (B) 04 04 0.4 0.4
L pam@(dB) 63 63 64 70

OLwA,m: {#H 1SO 7779 (2010) HFMARRIFTENIERIEUE, $2A8 1SO 9296 (2017) FIETY 5.2 BitERIAEE A I ESINERES!
(LwA), IHAMRHITERITEUETTERASS 1ISO 7779 BEIHEKTE A,

@LpAm: {EF SO 7779 (2010) SRFRARIIFTETIE, 1208 1SO 9296 (2017) BIEETS 5.3 I TFMIAAIERIREE A I AT ESE
HEB. BHEATF 24U MIZRHMES, BT REHR 75 EX, MR TRRITEIETEARASS 1SO 7779 FRREKRTEEA.

(®) SRHEE: Bf& ECMA-74 RIBTR D 1 ECMA-418 RISSHIELETTIARIRE, LIRERRIIERRARMHIRE (RE) .
WRER: RSB THBARERSEREITAEIRE.
ORE{THE: B ECMA-74 BYBIR C BIHERIERS 50% B9 CPU TDP EiEalfr itk alssiie S EmtRAERT.

OZEAFEAERTER: ZoTERRESEERHENREER R, B CPU TDP B9 25%~30%, 10PS faZkhd 2.5%~10%, LIRSt
RECEFFREHR >80% GPU .,
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i

iR, SHHNENRE:

FM:

SHALLEERER

SMHZEREERERE

PowerEdge R6615 RIS~ MESTIMEMRE: BIFERE. LHEFE~MBETENBREEEE (CMA) FIRNEREDRRE
(SRB),

525 (Dell Enterprise RESAHNAEEEEFINIFRAIEE) , TRUTER:

BXREHNEENERFRER.

B ROGRENSHIAT R

BRI EEREHRISHNARE

SRS e S e e S SNy ke S

EEES SR T ER R B TSI

o HIZERIEREROSZBNIELE

o LERMAHIREEAMHTIREBAIENE, FIANEHELE (PDU)
o EURMNZERE

BEISNIIRERER

BINSNAITF RS M ZRh LR H T4, IRUFRARZEEABEISE, ReadyRais | iBEISEFANIEELS/ R BEE
B, BIISIME A OISRIBSETEE (CMA) BBHEEZS (SRB).

ERAFIUEHE2AY9 A15 ReadyRails BESH

YHEHXRA "LEER AiEBIELERISH.

YR T ELERRE EIA-310-E fRER 19" BHZETIBSETL 4 HHZR, SiRFHa—RAEIRIZE,
HHERTERERRS EIA-310-E FuMERY 19" 1REFL 4 FEH1ZE,

TIEERFMNER T ARSI S R A EREM,

THFANERIBHEEZSE (SRB).

TIFEERIEAEERE (CMA),

(D|iF: WTARE CMA ZHHIER, ATABEISHEIRIMNE CMA 2R, RGHOSHNERE, FHRTEEEREN
PDU BfatL2& IR T .


HTTPS://I.DELL.COM/SITES/CSDOCUMENTS/BUSINESS_SOLUTIONS_ENGINEERING-DOCS_DOCUMENTS/EN/RAIL-RACK-MATRIX.PDF

27: {liERY CMA RYBENSEL

28: #50]1%AY SRB BUiBThSH

EATF 4 SRR A16 RN/ EEXiBmSHh

o THERA "R & MR FIEBNBETERISH.

. ?ﬁf&,lﬁ?i%ﬁﬂﬁé EIA-310-E FuEERY 19" B FIESURFLNEE, EFREE—RAVERIZE, FsI5Rn TREENRNERL 4
THZE.

1£ Dell Titan 8%, Titan-D {122y i5m TEHLEE

STERFMNERF Sl LA SIS P ERA L.

SIFIERIEBRSEIER (CMA),

HRFRSAIBLEERZSR (SRB),

it WFAFE CMA IFIER, TTABEISEIEINE CMA RE228, XEROSTNEKE, FEREEEEREN
PDU SU/EHZRIIRTEETIL.

36 iR, SMmiNERER



A4 BEE SRR

EE SR T LB SHEARNTEDEEME/NNRRLE AT, XERAEER T SXEFBTE CVASHE, BESH
SHFHNZRLLBINSIE. BR, CNRSHHIRTRIA4HRE, BEITES CVA R, BIESHES SRB THRA.

A
A
-~ IlL- :

29: EIFESH

BESHINEHEE

BT 4 1/ 2 FHRNEESS:

B AN RS,

TR T ELEEIMFE EIA-310-E FufRY 19" B aTIREEFL 4 128, SR EHT—RAVEI/RY1ZE.,

THHFERTEZEZITS EIA-310-E fuERY 19" 12407 4 #8550 2 #EH128,

TE&E/R Titan 8 Titan-D HIZRFSTIFERTERE.

@ i*:
o EESHNEMDARMTIRET, FABSWIZEEESTUBSGIE, RORE], ATEVEhFERBNLE NS EEESH.
o MBS EHRR/NFEET 10 =K.

2 {E SRR

WRLEE 2 #% (Telco) M2, NIJRFER ReadyRails ESSH (A14), iBEhSICHSLE 4 HAZEH,

NZE, SHMMEHRER 37



30: 2 HFPRZEREPFHEESH

LZEEERR Titan ¢ Titan-D 122k

BRI Titan 8 Titan-D HIZRHTR T E%%E, YWRFERBEAIN/BANEBISH (A16), LLSIMAIFZSITELAMANZEFR, M5
MBIHRISEE KRN 24 HIHTE], LEFNXEANZEFRRT, LR/ MBS AITFIRSESIIFERFAEIRIIST. WRERE
BIE%%E, vWiERNEEXEESH (A1) BERSFERSETST.

FEEERE (CMA)

AIEAYEBEAEIES (CMA) IBIEHEERFSHEAVASNLLS. IR, URITFRFEMIRSHE, MAGEITES. CMAR
—LFEIREEE:

T SOEmELSIRERIA U BUE,

FIFFERARTUASE I aR B X

BEBAEE—NRER, RFEREEINHAISIZEA—EERI S —MBDRT

FIRBFGIIMARERGRT, LUBRRERZIRT 28R aX.

MTEREEEEER A TSOE CVMA R HEEE RS Ha I E.

B EREMAETZTT, CVMA FIERRELRRFERTR

(D|i#: EEERSEEARLIS CVA,

CMA RILAZZRAE BN SARUE—N, THEEBITRH TR, MTEE—HIREE (PSU) NRSE, ENESHIRRERTAI—
Im%ER, LMEERMMSACHEEKS (WRER) LIt THEsER,

38 iR, SMmiNERER



31: i CMA RYiBEh SR L

T/
BrEEfZ5% (SRB)
EATF PowerEdge R6615 RYRTIERLEEAZ 5% (SRB) AT R IEASISIRSS sR/aintIEdniERE, LAUERESHSEIRIA,

- \osilil

32: BRI SR

o RTHEREISH

o FNRENEBELIEN ST R RAITIZERE
o ISR EHIRS RO LRED

o LHRILASBEMYAMSERREN

[} =
WIEZRZEE
"TER RITEKRERFESEELTETISHH, HEETEETSH, BEFHRNINEMESESB/NRNISHEER J BUEE, &

WNRESERBERR LIS HE SR ERSI EESHE J BYERLIEKN—RF, AEATIEREZAZEER J BIRE, [
RN —RFREERFNEAISH.

NZE, SHMMEHRER 39



J

33: £ LE B SMPRERR

‘Mg RUERERR (WA SHEHORBESEERIRERN, REBBEAZIZRENZRFINGE () W, 5T
2U RE, XEFERTA.

RBARFL=ZINRF (EIMA: E3&0)
. GREBRIMIHE, EREER,

34: FIiIERSEh
2. HERRE—MNEBNEMUS, BEHATRNBHEMAIGEER J 21EH.,
3. ETEFRS, BEIFMESMNEMRRIIERE J BUEPRL

40 iR, SHMMENER



35: J BURERIISHNERES

4. BRENRS, BRI —EREERIL.
5. ERNBH LERERHEENERERMERS, FERRBAVIE, BERRRLTHIZES.

36: BRFFAENSH

BEF=REEWERF (&I B: M)

1. BPEBMALETIZR, ERIEMNERINL
2. HEHIEREREURNRBSHE, ASERBSHEHPRESH.

]2

(=]

L

HE

i

4q1



37: hithHREI S
xR. 17: SthAMGEIRE

wmS S
1 HESA
2 RERSH

3. BSHhER J BEEESRE LRSS, AERRLORIBHEEEMAZNL, NMSRESHIEERIRARN,

38: BAMSNMERIRR
4. EFTESH, BRALREIRFNSHAE.



39: BRARFRIIRFHISHH

5. RS EERIERIETE

40: BRFBAENSH

BRBE RS, FERFBAILE.

]2
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L

HE

i
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FM:

SHFHUBRERSE

ZIFRIMERS

PowerEdge RATHIFLATEIER S

Canonical Ubuntu Server LTS

& Hyper-V BY Microsoft Windows Server
Red Hat Enterprise Linux

SUSE Linux Enterprise Server

VMware vSAN/ESXi

Citrix XenServer

IRMERFTHN =L

géﬁ Dell Enterprise /PRt LHEWFERIFERFMRAIIEA. INIEFIZR. EEFREMFIZR (HCL) NP LAREMN SRR

44
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https://www.dell.com/support/contents/en-us/article/Product-Support/Self-support-Knowledgebase/enterprise-resource-center/server-operating-system-support

Dell R EHE

BU/RIMACTEE) T EEREWERE. B, WEEE T ZNEERRAS R, GHERBRALRMNIE, SrILAREMtISTEILL
TSRO : St ERE/RIRSES, TR, Bl AMTITENE+, TRERMERAPERERR.
OpenManage FERESEIE:

o BIFFAIERANEIE TE - Integrated Dell Remote Access Controller (iDRAC)

o =& - OpenManage Enterprise

o (HFEMFERY B - OpenManage Power Manager

e EEFFTE - Repository Manager

RURIFR T BTN A RO SRR, YOTRER TRE Morosoft il VMware SATFKHOEIRREIE, W/
BRIRSHRNEREE. B/REENEY REW RN A ASIRMENAFIEL (40 Ansible, Splunk ] ServiceNow) BIF~ga.
OpenManage TEA]Ba5EeiBzERS se4an ARSI EFEARY RESTU API, LUSEMIAE SEIEEAIELREEK,
BREA OpenManage FRASIIFMAER, BHA:
o RFNE/RESEIEM ISR,
E 5k

Integrated Dell Remote Access Controller (iDRAC)

Systems Management Software SZ354EF%E

Integrated Dell Remote Access Controller (iDRAC)

iDRACO 12MtE%K. BARIE. AMMITIERSZEETE. iDRACI BRATEE—E PowerEdge IRSZSE8+, ALURMZ LS ERKEEHIT
FEZENNEETS. HT DRAC BRAES—& PowerEdge IRSS88+, EIETLETIMIRG, REBANBRIIMNEZBY, HE
iDRAC BERITTAE. EMFEELRIERERFAHENNEEREFZHI, 1T SR ER— 2 E RS ETEINRE,

BId#/R PowerEdge = iREE FBLER DRACY, HEM IT EEEAMTEOUSENA, XM—HEENESRIrEERRARE
RHESITESKAUAR R, B PowerEdge IRSS88. ZEFISaE05(F iIDRAC RESTful API, KERHAY PowerEdge IRSZE80TH BEE

ik, BB API, IDRAC $§378F Redfish ¥k, FHEIT Dell 7 RSCHIEIR, LML PowerEdge RSZEEMIANMEETE, BISTEZOES
& IDRAC, E/ OpenManage RAEE T BN REAS AIFE— B EHEIIIEMENE T S REAL =,

FTHEMRREEE (ZTP) 8RA\TE iDRAC 1, 7TP — THHMEIEEECR Inteligent Automation Dell FIRCIEETR, AL IT BERA—]
REZEEZh, PowerFdge IREZESEZERIRFIIMNGE, TR ILERSSEIEmESETMETE, HLIENIIZ2ERIZEA

%, B, BFLEERERIE, [T EERTLL W - S8 - T8 « SESIEER/RIRSEE. SIS EiE AR,

iDRAC HETESRMAZIESINGE, DRACO B AMRE, BMEIERSEMEE, WTILMABEEETATHNEENEZF, &
IREHRME IDRAC Service Module, IX2—FPEERARSS, TS5 DRACO MIENURERFHITRE, LSHFHEREEFA.

FEH AT R DHCP BY, AIfERVIEEHEERIGNEIT BEIBCE PowerEdge fRSSEE, IWISTRERE TR E XIS,

LB RRIR IS E ETAIRSEE. INEEEE iDRAC Enterprise AT,

iDRACY 1#ELA T FRIER

#=. 18: iDRACY iFHiE B

VFRNE 116

iDRACY Basic | e {N7E 100-500 ZRFUHNLE/t5={H_ERTAR

e M IDRAC web Ul (IEATE
o ERTANEENEERHBTIERANEF

iDRACO Express | e 7E 600+ FFIHNZR/E2, HER{LFD XR &5 L AEGAE
o & Basic lRAHIFTEINEE
o ¥V EHITIESIENIRS B EDEHIThAS

iDRACY o TEFFEIRSEE ELUEINHEF IR
Enterprise o {3E Basic #] Express BUFFETHAE. SIEREIIEEIE. AD/LDAP STHFEXIRETINAE

Dell R SR 45


https://www.dell.com/support/manuals/en-us/idrac9-lifecycle-controller-v6.x-series/smog_26.0/dell-systems-management?guid=guid-3aefbd52-3eba-4c65-a48f-295a909f306d&lang=en-us

. 18: iDRACY FHJiEE (4E)

VFRTE ik

BAER. W, EMEINEEANTEFEIRE

iDRACY ERrEIRSS S ELUEINEERIT R4
Datacenter o & Basic, Express #l Enterprise HIFFEINRE. BIEENR. BEASIE. B HBESEREXHEINGE
¥ RBoiE T RIRSSEFMER, EaXtainiRS SIS M RN E A ETE

BRIFFNIEESIHERY iDRAC THEERIEESZR, 15215 (Integrated Dell Remote Access Controller 9 FIF$8F) , Mik: Dell.com,
BX DRACO NEZIFMEE, SEAKRBMIR, 1B5518:
e Dell.com F4MRZETIHEH] Integrated Dell Remote Access Controller 9 (iDRAC9) 373

Systems Management Software 2355604

. 19: Systems Management Software Z35E[%

£S5l Thge PE Eifi
WA SIS HIRS iDRACY (Express. Enterprise ] Datacenter FEJilE) X5
OpenManage Mobile HF
OM Server Administrator (OMSA) IF
iDRAC BRSS1&ELR (ISM) X
KafFERREl XHF
TEEE B TR (Repository Manager. DSU, BE) i
Server Update Utility R
Lifecycle Controller 3XzIfERFEE <5
BI/=5RY 1SO XHF
EHetEGER OpenManage Enterprise wi%
Power Manager $&{4FER HF
Update Manager 1427 X
SupportAssist $EHFERE HF
Cloudi@ XFF
SRR OM 5 VMware Vcenter/vROps £5§ X
OM Integration with Microsoft System Center (OMIMSC) 2
E1} Microsoft System Center and Windows Admin Center b2
(WAC)
ServiceNow X¥F
Ansible XFF
=70 (Nagios, Tivoli, Microfocus) MiE
T2l Tt EPETES XHF
Secure Component Verification HF
ERER G Red Hat Enterprise Linux. SUSE. Windows Server 20198 | 3% (5518)
2022, Ubuntu, CentOS

46 Dell R ER


https://www.dell.com/idracmanuals
https://www.dell.com/support/home/en-us?app=products
https://www.dell.com/support/home/en-us?app=knowledgebase
https://www.dell.com/support/home/en-us?app=knowledgebase
https://www.dell.com/support/kbdoc/en-us/000178016/support-for-integrated-dell-remote-access-controller-9-idrac9

B A Bt

Fm:

HFERY
NIC I RIS
BT
USB i #IAE
PSU 4%
INERIE

tERT

Za—> Zc >
- Zb -
A J_
J
Xa TOP VIEW Xb
Bezel or
outer most v
feature L j v
i 4
Y
A
I SIDE VIEW
— Y

41: flFERT

2. 20: PowerEdge R6615 HlER~T

IRXzNEE Xa Xb Y %9) (B8 Za (F&HEIR) |zb Zc
0 MNKRNES 4820 2K (18.97 |4340=HK |428 =K 35.84 2K [22.0ZK (0.87 |700.7 =K 736.29 ¥
YY) (17.08 &1 (1.685 BL (14%RY) |&Y) AHEiR | (27583 (28.99 &
<) <) THTEIR ) REIE |Y) REE
BE PSU F1&
4 NIRENEE. 8 |482.0 =K (18.97 |434.0=2XK |428 =K 35848k |220FK (087 |75148 &K |787.06 K
MIEFIEE. 10 | =) (17.08 & (1.685 3& (1L4%Y)  |;Y) AR | (2959 & (30.99 &
MIEFNES ) ) B =t ) REIE |Y) REE
BE PSU FF
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®| i 7b BRI /0 BOFELR/NS e .

RRES

. 21: PowerEdge R6615 RRES

RFkE

EAXEE (SEFBIRaEE/SSD)

BATeERKNRAIIRS

20.2 F53 (44.53 BE)

REEEIRENEEF PSU RIBRSS =8

17.4 F55 (38.36 £%)

NIC iz O#E

PowerEdge R6615 ZREEZFFEIAREA™ 10/100/1000 Mbps fZ&IEOFEEHIRS (NIC) inE, DBIERANFENREL LAN (LOM) k£, LARSERTE

FAHEIRE (OCP) £k,
+. 22: ZHAY NIC iR CIHHE

TREER

s

LOM & (H|Jigk)

1GBx 2

OCP£30 (ik)

1GbE x4, 10 GbE x 2, 25 GbE x2, 25 GbE x4, 50 GbE x 2,
100 GbE x 2

EEEOF (MIC) LTS aUREUELNESTT (DPU) K (FJik)

25 GbE x 2 B 100 GbE x 2

®|s$: SR b | OM -EF/Ef OCP £,

@lii: TERFERLE, STHFHI OCP PCle BRI x8; KA T x16 PCle BBERY, BRMFERE! x8,

®| i HRAAVFERSpZes LOM £ MIC &,

HRSTAES

PowerEdge R6615 RZSZIHEERK, Matrox G200 EIfZZ4I88%0 16 MB FSANE MK,

. 23: R6615 AUINSTHE

P RIFHEE (Hz) BEREE (fi1)
1024 x 768 60 8. 16, 32
1280 x 800 60 8. 16, 32
1280 x 1024 60 8. 16, 32
1360 x 768 60 8, 16, 32
1440 x 900 60 8. 16, 32
1600 x 900 60 8. 16, 32
1600 x 1200 60 8. 16, 32
1680 x 1050 60 8. 16, 32
1920 x 1080 60 8. 16, 32
1920 x 1200 60 8. 16, 32

48 Fiz A BRI




USB iix 1S

. 24: PowerEdge R6615 USB g

IEm B\ PIEB (RJiE)

USB iz 38 CPU #§ USB iR AR CPU # USB iR 38 CPU %
USB2.0 FERIE | — USB 3.0 &&xim |— RE USB 3.0 FEzxusO [—
a a
DRAC RO | —1 USB 2.0 ERiE | —

(Micro-AB USB A
2.0 F&EImA)
(D) 3%: Micro USB 2.0 382530 RATLARIE IDRAC Direct BRETRIH.

B IP:i23.75.248.127

43: R6615 T5H USB
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44: JEB USB im0

PSU 4%

TRIILT PSU (EEELRS/(RELBIRFRI TRITHREE.

K. 25: PSU BELIEFIREL TR

L 700 W 800 W 1100 W 1100 W 1400 W 1400 W 1800 W
7% BE% 7% -48 VDC BHEH 7% BE%

IEEhE (FEZL | 190w 1360 W 1870 W 1870 W 2380 W 2380 W 3060 W

#&/-72 V DC)

BELR/-72 V DC | 700 W 800 W 1100 W 1100 W 1400 W 1400 W 1800 W

EENR (REZ%L | NER 1360 W 1785 W TER 1785 W 1785 W &R

#&/-40 VDC)

{RELRR/-40 V DC | & 800 W 1050 W &R 1050 W 1050 W &R

BJE 240 VDC 700 W 800 W 1100 W &R 1400 W 1400 W 1800 W

DC-48E-60V |[FERA ER &R 1100 W EA &R ER

PowerEdge R6615 251X 2 NEA 141 7Tk, BalRNAIB RN RE ERFEIRIRE.

WIERTE POST ISFE2FFERA PSU, MISTE PSU TIRB[EZEHFTHR. 7 PSU IIRALENER T, SBEMA PSU Y
K&, L5+, BIOS, iDRAC ERERFKBRRE HIEER PSU AICHETEEE,

NRFEEITRIRINT A PSU, LURZAFE PSU AATFERIRES, NWE— PSURIIRBEBVARSFTHE 1 PSU. &, PSUKE

£ IDRAC HHRE AARLES, HEARSBRAETA PSU,

#/R PSU ST BEREERE, AR
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7. 26: PSU HER7

ik aaalbay:ppy E=1 0
MRS Th e 10% 20% 50% 100%
L& 60 K 700 W AC HRER 90.00% 94.00% 96.00% 91.50%
800 W AC B&& 89.00% 93.00% 94.00% 91.50%
1100 W AC KeRK 90.00% 94.00% 96.00% 91.50%
1100 W - 48 & 85.00% 90.00% 92.00% 90.00%
VDC
1400 W AC SR 89.00% 93.00% 94.00% 91.50%
1400 W AC HER 90.00% 94.00% 96.00% 91.50%
1800 W AC HRER 90.00% 94.00% 96.00% 94.00%
RIS
D|i: BFRSNEEMES, BRI R E80EE | Mik: Dell Support,
3. 27: ASHRAE A2 HiE4EIR IS
iR ES
Al IAE

EBIREE <= 900 K (<=
2953 R) RIEETEE

PR LRERIRIOBRT, 10°C 2 35°C (50°F Z 95°F) .

EEESEE (FrERdE
AESEE)

8% RH #1 -12°C H{KEERZ! 80% RH #1 21°C (69.8°F) lxKEER

TirRsk=EREE

EenAEEIE 900 K (29563 &R) LLERTE 1°C/300 5K (1.8°F/984 HR) P#(E

. 28: ASHRAE A3 {ELHR(EIG

i

EE

AiFIAE

SIEEE <= 900 K (<=
2953 R) BNRETE

ERZ -TTEECIRAIEIR T, 5°C & 40°C (41°F = 104°F)

EEESEE (FrERdE
AR ER)

8% RH F1 -12°C AR RFI 85% RH F 24°C (75.2°F) Fe KEM

TESREERE BeRERIT 900 K (2953 Z&R) LA ERHE 1°C/175 K (1.8°F/574 R &%
2. 29: ASHRAE A4 [UESHZEINE

R ES

ARFTE

TEIRRE <= 900 K (<=2953 R HIEEEHE

iR E T EERBIIER T, 5°C & 45°C (41°F & 113°F)

EEBASLEE (TARETIESER)

8% RH 1 -12°C F{KESZ!I 90% RH F[1 24°C (75.2°F) S KBS

TREEERE

(S

R=mEEIE 900 3K (2953 &R) LALRIHZ 1°C/125 K (1.8°F/410 HR) &

Bt A BRI

51



https://www.dell.com/support/home/en-us

®. 30: ERFIRHE

AR TE

BXBEHE (ERTERIEFAERER)

200C (—/NEF) * (36°F [—/NAF]) F5°C (15 95¥h) (9°F [15 S%R]) .

59C (—/NET) * (9°F [—/NA]) - SHRIREHTRAE

| * — IRIBEFTROETEAH ASHRAE RUETAEN, XETRIRR
BB,

IBRERERT -40 Z 65°C (-40 ZE 149°F)
B ERERE ERAREERA 27°C (80.6°F) B, HEHXHEEA 5% = 95%
BEXIETIESEEE 12,000 K (39,370 HR)
BXIIESREE 3,050 % (10,006 ZER)
#*=. 31: R KIREIIES
=RAIREN g
YEzE o) 5 Hz Z 500 Hz B, 0.21Gms, BIIFER10 D¥h (FREERIESTA)
=& 10 Hz Z 500 Hz B, 1.88 Gy, AJFFEE 15 £ (#ENIAYRRE7NHE)
+=. 32: mAIERK RIS
EAiEERRK R g
{5 AR ;il‘ x. vz MIEST5 A A& 6 G IESHITANERE T, RIKAFE N2
b
=& x. v # z $HIEGRAE ERRSIES 71 G HiERD (RSE—mRs—

NKIR) | EIKATRRER 2 2R

AR SR SRS

TEREXTIRGSEE, HENERMAFISINSRESBUTTIRSIRIASHTE, MNRBHE SN SRE BT IS ERIRGEEEF SR
BIAERENIE, CORRENENERG. BIOMRRMREEFIEE.

. 33: WRLSHHIAE

R s
S0 FR 150 13 5 SIEXONE 05% B LIRS POS
(0| IS RERT SRR LR, SSEERNERT SESE
RLZON (EADAZRT RS R T RS,
©)| i HENSIBRORIZ SRR MERVI B MERVIS i858,
SeRe SEPNEAESRRE. RS
©)|i: WA HHERT SRR OREEIB R LR,
Bt . EEFTEAERRLRAL.

o FSHPRABREAIHBERLIVINT 60% HERHRE

)| iE: HRHHERATF R ORISR OIS,
+®. 34: SIS
SihisH g
AR <300 A/B, 1%ER ANSI/ISA71.04-2013 SENM B G1 (57
REEHER <200 A/B, 1ZER ANSI/ISA71.04-2013 SEX BUbRE
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2RENBM

. 35: Q&AM

=] *xB BRI IRERHE
X3 FNEXUE (STD) Fig 3.5 1842 x 4 L&,
SHREEhEARNES (HPR Gold) | KU "
£3F 3.5 eI HAEFICECHYEE—1: 3.5 25 HDD x 4 BRE7E QB Hhids
2.5 8 x 10 B & LC &Bf4
25 35<F x 8 155 BP FLE DDR5 RDIMM > 128 GB
DDR5 RDIMM > 128 GB BHEIRIRR
EHEIREE GPU
GPU
CPU HSK 1U EXT, HSK, FrERSES.
DLC f&tR XJF DLC ECEHRIFTE CPU #{E,
SRE SRE FrBRSEESRESRE.
1DPC ISRE ERBRISECE (75 1DPC MB) HEPHEEHMNSIRE.
OCP &RE #HA OCP RIERLhERE R 2 NESR.
=H DIMM = L TINERTF 240 W B CPU B, DLC ECERRIb.

RIFNI USSR

TEREXTIRGSEE, HENERMASINSRSEITIIRSRINESHIE, NRBHRE SR SREFETHEERIREF SEIREIR
RS, ESINE TR, BRINERGREFISEE.

. 36: RLSHHAE

[ ETHEES

Hitg

TR XRESETESL

.

1RAR 1S 14644-1 55 8 SN AGHAE 95% B LIRAIEIEF O

O iF: HNSERF O SWIIEE MERVI B MERV13 1338,

iE: {FF MERVS TEESITIEERZTS, (40 ANSI/ASHRAE #RfE 127 &
HiE) B EINEEHRIENGE.

O|iE: BERNERTEEROME., S[LEERNERT SR

PILZoN (BNDRZES T FRFE) E/RrY ITIRE.

EREUOSEETOSHUE (FHRIMIRAER)

FHESE TAANEE 7 ORRINEARF RTINS, SNFEZR 1SO 1466-1
IR T 8 FITIR.

O|iE: EEEST ISA-71 G1 KT ERIIAES, FTETH
(ERIARTIRRE.

SHRE: BEPOMAEERLIME

FEPAERESHERE. FRMEESEERL,

O|iE: FIRERENSERETRRE SRR, SEHETSHE

CiEStAREL_CFRIE AT RERZ AR TERR.

D i%: R HERTHIREROFAERUEROIRE,

iRk EiEH OMAREIRPOIE

o FSHAEIBMBIMERE,
o FESHRPLERERVFERUIVINT 60% HEXNEE.

Bt A ELthRRHE
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. 36: HRLSHRIE (48)

L T g
D) iF: &M ERT AR OISR OIRE,
#+=. 37: SIS
S5 g TR
fHR =R ISA-71G12&: <300 A/8 HRIE ANSI/ISA71.04
) ISA-71G12&: <200 A/8 FR4E ANSI/ISA71.04
BUABRHIXER%
*.38: I7ESE
= iR
STD FrEEERE
HPR Gold =it (EER)
EXT, HSK, HMNEBEIAES
LP S5
FH 25
DLC BiERS
. 39: Mi2: BURRFI%ERE (3E GPU)
8x2.5 Ao B e 16 x E3.S
s %ZBP | ®F | a435®T | 0q25®tsas | 1025 RS
u.2 14 x E3.S
Eﬁﬁﬁg b b b A -|-2|-.5 AL b
—| XEH | XEH | XE5H | E3.S | XSM@EE | &J | E3.5 | XEH | E3.Sx | TEERK
X
240 35
W | 9334 32 350C | 350°C | 35°C |30°C| 35°C oc [35°C| 35°C | 35°C 350C
240 35
w | 9224 24 350C | 350°Cc | 35°C |30°C| 35°C oc [35°C| 35°C | 35°C 350°C
240 35
w | 9254 24 350C | 350°C | 35°C |30°C| 35°C o |35°C| 35°C | 35°C 350C
240 o] (o] (o) [e] o] 35 o] o] [e] o]
w | 9124 16 30C | 350°C | 35°C |30°C| 35°C oc |38°C| 35°C | 35°C 350C
CPU 1200 30
TDP/ s 9634 84 350C | 350C 30°C oc |30°C| 30°C | 30°C 30°C
cTDP ;
500 | 9524 64 350C | 350°C 30°C 50 13000 | 300c | 300C 30°C
ISEE °C
300 | 9454/9 o o —— o 30 o o o o
5 | a54p 48 350C | 35°C ST 30°C oc |30°C | 30°C | 30°C 30°C
300 | 9354/9 o o o 30 o o o o
B | 3540 32 350C | 350°C 30°C oc [30°C| 30°C | 30°C 30°C
“\?VO 9222;9 96 | 300c | 300°C EEDLO R R
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+®. 39: M,S: BURIRHBIIERE (JEGPU)  (£E)
8x2.5 Aot | 16XE3.S
s £8P | #F | a435%T | 104 2.5 %F SAS 1042e £
u.2 e 14 x E3.S
Hﬁbﬁﬁﬁg b AL b b '|'2|'-5 AL b
.| Z5H | XHE | XFMH | E3.S | XFHEHE EJ | E3.S ZAEH | E3.5x | THHEE
cTDP me wgw WRENEE | WEENEE | WEaDER | x2 | @R SAzs x2 | IahEg | 2 il
X
a00 [9s54/9| o,
w | 554P
=8 DL
400
W | 9474F | a8
f&? 9374 | 32 | 300c | 30°C
1&? 974 | 21 | 300c | 30°C 30 0C
4&? 974 | 18 | 30°c | 30°C 30 0C
400 - N
w | 9794 128 ZEDLC S
4&? 9734 | m2 | 300c | 3000 30 0C
400 -
W | 968X 96 EFEDLC ST
4\?\/0 9z8ax | 32 | 300c | 30°C 30 °C
4&? o18ax | 16 | 300 | 3000 30 0C
16 GB RDIMM 350C | 350C | 350C [350C| 3500 fg 350C| 350c | 3500 | 350C
32 GB RDIMM 350C | 350C | 350C [350C| 3500 fg 350C| 350c | 3500 | 350C
64 GB RDIMM 350C | 350C | 350C [350C| 3500 fg 350C| 3500 | 3500 | 350C
RF
96 GB RDIMM 350C | 3500 | 350C [350C| 3500 fg 350C| 3500 | 3500 | 3500
128 GB RDIMM 35°C | 350C | 359C [30°C| ssoc | 2 [350C| 350C | s5°C | 350°C
256 GB RDIMM 350C | 350C | 300C ZE? 35 0C fg 300c| 350c | 300c | 350C
F+.40: X% : BUABREIERE (GPU BCE)
~ - - 16 x E3.S
RE FBP | 8x2.5%TU.2 44 3.5 % 10 4 2.5 &<
14 x E3.S
AL
Eﬁﬁﬁg =15 - _ F1%)
FEENE | R FAERENE HERHE | PHEN
cTDP
cruTOR/ | 290w - 35 0C 30 °C 35 0C 35 0C
cTDP 300 % 30°C PNz 30°C 30 °C
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. 40: W% : BUAIRFIAERE (GPU ECE) (4E)
16 x E3.S
ficEB 7 BP 8x2.5%JU.2 4/ 355 10 N 2.5 &
14 x E3.S
=Bﬁﬁﬁg AL b
— EEEEA | rmmanzs FAEIENE EummnE | FHEL
cTDP
400 W SEE
16 GB o o o o
ROIMM 350C 30°C 35°C 35°C
32 GB
ROIMM 350C 30°C 35°C 35°C
64 GB
ROIMM 350C 30°C 35°C 35°C
P 96 GB
BOIMM 350C 30°C 350C 350C
%Sﬁ 3500 3000 3500 3500
256 GB
DIMM 350°C 30°C 35°C 35°C
DliF: BXRNEREGEE, B2DHNEM FHRRS E,
=1
BRSS IR
ZR. 41: ASHRAE A3/A4 IRiE — W8
ASHRAE ASHRAE A3/740°C ASHRAE A4/45°C
BIETEE 3.5 BIE BT IF
2.5 B x 10 A2 SgiE
A3ZHF NVMe
E3.S BLEAS XI5
XUE3EEY EE HPR SRERXEE
CPU ASZ#F TDP > 240 W B9 CPU AS7#F TDP > 200 W B9 CPU
AE A5 128 GB REEAE RDIMM,
PCle & AHFER/RIAERISMNEIR B RFIEBIT 25 W RITHEE
GPU A GPU &
I R
OocP S ¥F 850C SETNHALLLR Sz
PSU ERRER TEERA PSU, £ PSU SFEHIER T, RFMEEoIsEAi& K
BOSS-N1 wiF S
. 42: ASHRAE A3/A4 1515 - S
ASHRAE ASHRAE A3/40°C | ASHRAE A4/45°C
BB 3.5 W EATF
56 MiZ A EhIg




. 42: ASHRAE A3/AA /18 - /S (&%)

ASHRAE ASHRAE A3/40°C ASHRAE A4/45°C
RHE NVMe
E3.S BCEASESTHF

2R FE HPR SRR

e 3745 128 GB REEBE RDIMM,

PCle £ ASHFFB/RINIERIMNEIR B RFNERE 25 W RITHAE

GPU AZFFGPU R

HEFE RHF

ocp X ¥F 85°C IERNALET &SR RZHs

PSU HERAEX TEER PSU, £ PSU BERIER T, RFMEETTRESIFT

BOSS-N1 X 3THs

Bt A ELthHRHS
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EEFTELUTTIARE.
. 43: TR ERIE

fIR B.ARESHLTE

Lo (SRMERY URL

ACPI SR EEMBIFZOMNTE, v6.4 ACPI

IR IEEE Std 802.3-2022 EEE #7AE

MSFT WHGQL Microsoft Windows Hardware Quality Labs Windows BR{4-FEZS TR
IPMI Intelligent Platform Management Interface, v2.0 IPMI

DDR5 HJ{F DDR5 SDRAM #4& JEDEC R

PCI Express PCl Express Base #I5%, v5.0 PCle #1358

PMBus BBRRGERIMNALE, V1.2

BEIRRGEEYAE

SAS ER{TiZEsE SCSI, 3 (SAS-3) (T10/INCITS 519)

SCSI FF#zN

SATA 81T ATA WA 3.3 SATAIO
SMBIOS RAEHE BIOS B%H5E, v3.3.0 DMTF SMBIOS
TPM S EERRAEE, v12F01v2.0 TPM HUt&
UEFI —rTH REMHEORE, v2.7 UEFI #I4&

Pl SFE¥IaAGE, v17

USB 1B 1TE 4 v2.0 # SuperSpeed v3.0 (USB 3.1 Gen1)

USB Implementers Forum, Inc. USB

NVMe Express EMHE, 1E1THx 2.0c

NVMe &S EHIE

1. NVM Express NVM #5SERE. 1E1ThR 1.1c

2. NVM Express D XapBTEam<SE. 11T 1.0c
3. NVM Express® #EMSE. &1ThR 1.0c

NVMe EEHE

1. NVM Express over PCle {&#, {&iThR 1.0c
2. NVM Express RDMA {E41{&ITER, 1.0b

3. NVM Express TCP {&#i, {&iThk 1.0c

NVMe NVM Express &H8#M, bR 1.2¢

NVMe NVMe 5|SH5E, 1E1ThR 1.0

NVMe
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https://uefi.org/specsandtesttools
https://standards.ieee.org/
https://learn.microsoft.com/en-us/windows-hardware/design/compatibility/whcp-specifications-policies
https://www.jedec.org/standards-documents/docs/jesd79-5b
https://www.jedec.org/standards-documents/results/jesd79-4
https://pcisig.com/specifications?field_technology_value%5B%5D=express&speclib=
https://pmbus.org/Assets/PDFS/Public/PMBus_Specification_Part_I_Rev_1-1_20070205.pdf
https://www.t10.org/
https://www.sata-io.org/
HTTPS://WWW.DMTF.ORG/DSP/DSP0134
https://www.trustedcomputinggroup.org/
https://www.uefi.org/specifications
HTTPS://USB.ORG/DOCUMENTS
HTTPS://NVMEXPRESS.ORG/SPECIFICATIONS/

. 44: HftvER

fIF C HittiFiR

&R

[SENT L

s

LIRSS TR

AFMLA POF SURMA, BEUTER:

HFETHRE
REREER
PS4 =R
ER% BIOS

ET AR
IZHER
BRERnL

Dell.com/Support/Manuals

YN[

AISEEMEM TR S, LA PDF 8T, It
BEREHETUTEER:

o IARELR

Dell.com/Support/Manuals

MEREIIEE

RIEREMHESREN, FHRHENSRSR
RS AR,

Dell.com/Support/Manuals

R EEIRE

RGSERSIER T REERMBNRS
BERiRE. ATTRPRGIMERESSE
I, XAESIME. REXIMEFEZIE
SCIL T L.

R EIF =RERAM

R RIRR— 4D

HAE RS AT LABIS LN e
i, LInRiRSsspEME SRR, 8
B, S5 IRSRSESMER
BREER.

R EIF =RERAH

RIERZHEARI TR (EIPT)

B EREEH EIPT, 1SaT LA TR,
FEERNNFE, NHEBERERSR
BYETRERLS. (F0 EIPT iTEIfEE. BER
RHERFIFTEAEROTIAE.

Dell.com/calc

iz c EfthiEiE 59


https://WWW.DELL.COM/SUPPORT/MANUALS
https://WWW.DELL.COM/SUPPORT/MANUALS
https://WWW.DELL.COM/SUPPORT/MANUALS
https://WWW.DELL.COM/CALC

iR D: BRS53ZH5

F/E\:
EEIEMINR S S RAVER

ProSupport Infrastructure Suite
BWSTHARSS

ProDeploy Infrastructure Suite

N FEEBEIRSS

ISR TR

58 2 X — KA Ansible IEENMLIRSS

Dell Technologies Consulting Services

e FIINARSS S RERYIEER

B/R PowerEdge BRSSREMIAMERRHRE, BITIREUHERFRGEMERSEIRIE, RERITNRRENFE, HIRMER
SN REMRER, BRIEIIGRT 158 3 F (BFRRTES) , AEASERAMNE. BIESIHIRSBIECREAN, KRS
BRAUBIEZRETN 1%, EFMRHEXEE (NSRS, HIELE. FHRRESMSaEERE) SKERRASHFBERNENER.
gupE RSE ProSupport BRSZB5ME, FRMERRSSIREHNTE, HERE A RIBRIGRIFAIBMAFIIG s, ProSupport BJITEIRIGEREHAZ
%‘Tilﬁ{%ggﬁﬁﬁ{%ﬂ%ﬂﬁ% (KX 12 F: BECFRESIFIIEYMAFAT Post Standard Support) . EZIHT ProSupport Suite
SRS RAIFAL.

ProSupport Infrastructure Suite

ProSupport Infrastructure Suite —ZFSi5RSS, AIHEBEFUEESRARIIBRLSE. WREHIEIRSIFRS, T55RS%
RIKRIERE. INGRISZEEN IT ZRND ERIFNE—EL.
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ProSupport Infrastructure Suite | Enhanced value across all offers!

ProSupport for ProSupport Plus
Infrastructure for Infrastructure

Technical support availability and response objective 24/7, immediate 24(7, immediate No change
[ Covered products | Hardware & Software | Hardware & Software No change

NBD or 4-hour 4-hour ProSupport Plus NBD is retired
[ e I ° MyService360 and TechDirect (all offers)
. i 2 CloudiQ (ProSupport & ProSupport Plus) |
Dell Security Advisories L] Available on additional products
| P e Ao W e e i ° New to Basic
Predictive hardware anomaly detection L ] New to ProSupport
 Access to software updates . No change
" CloudiQ health and cybersecurity monitoring & analytics ® Enhanced features
Incident Manager for Severity 1 cases L No change
Mission Critical support L Enhanced features
Priority access to remote senior support engineers' . No change
Service Account Manager L] No change
Proactive syshmmalmenmec tenance [ ] No change
Limited 3™ party software support? L No change

'Based on availability

?Software license can be purchased through Dell or BYOL - see Service Descriptions for details.

45: ProSupport Enterprise Suite

ProSupport Plus for Infrastructure

TS KT P H A 2 0 B RSB R P (RIS R MEREAYE PRI, ProSupport Plus for Infrastructure 2—FIEABRIRRRS 2.

RSB ERTHRE SRS BN EEFN LT ERENAFRME TN, U MEHOFNER. BEPWE

PowerEdge ARSSE8RT, FAITEINMESE ProSupport Plus, iXE2EEIEFER RS ERzUAIFp 2350k SS. ProSupport Plus 3244t

ProSupport RIFTELE, BIELLT "ML ProSupport Plus (PSP) IR AIER" .

1. REESEIEWSIFTER: A7 RE/REMZEEOMRRS =N TR AT T RETENE,

2. IGRESKBBINIS: HRE™E (TERSN ) IFTER, ZERELG, HEIRCAERIIKEIERIET.

3. Service Account Manager: EFHEMSTIF TGS, BIRTERTeHENESIRFITRNZ ST,

4, i?ﬁﬁ?ﬂ* %?grf;—}ﬂ, HEBEREEFIEL. BIOS MIKHFEFEFHRFEZFAY ProSupport Plus RFERIFERFITIRES, LA
eI nT FE .

5. SRS XITLEEEH ProSupport Plus KA ERUERIFFEKGIE=AHG, TICEREMERIIXBEWLRG, BI/RED
EEFRBR—aEH.,

ProSupport for Infrastructure

2E[Y 24x7 BRI — REEEF, BRERTXRETIEREFNFER. ProSupport Service BIfaERYFEithZHE) 4B =AY
EFRHRE T TK. HAIBLUATAREERARERDFRRFHREAN PowerEdge BRSS88 TIEREAIRT A% :
BIEBIE, EEEIERTREEXIESF

IR R R RIS PR E R

RN EERER. BEREMNRRERSF

B/RLENE

IFRIARSS RS 4 /BTE F—L/EE ST

B BahZ=FIeIEHE T ERN e

TR R E R

REERA 1 IRGIDECEHETER

IMESR=3F

1318] AlOps Platforms — (MyService360, TechDirect # CloudiQ)

RS, TieEFRUEHERIRESN.
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Basic Hardware Support

HFIEET(FRE (SMEETREMRIN) REEIEH T, TRHSHFEIHEXRIES. ERESIFRS, 1B51%ERE ProSupport 8
ProSupport Plus,

SWsTHsiRS

AIERI R ST REIRSS AR ProSupport Infrastructure Suite B9%hFE, AIRRAIIIREIEH OEEEXEEAIEI NIRRT .

ProSupport BIRE{AHFEMINNARSS

o (REATERR (KYHD), {REEE (KYC) EK{RE GPU:

EEBERT, MNRIKBEFEHREIEE, S/REET——ERmiEHTER, KYHD/KYCC/KYGPU NISRM T IREBIRE
AU, SREXIEBEIENT2EE, HETLEERRIE RS AR B HIEIENEE. A GPU FIFMENMAT=EEIMNE
K, NTEKRIREBEELZSXGE.

o IMAZERIRSS:

EENEIFHTAARRLAR, B/RIUZRAARTEIIGHITOREEENREIZHT, HigEEa/ Rt TRRIMLRRR R,
e M HPC By ProSupport FiiNRSS :

79 ProSupport Service SEIAIMINIRSZIHE, RIEBRS RIS, LAREHER HPC INRRTERISINER, 5Ia0:

o iAEER HPC TR
o YR HPC BEEEH5ED: Mg, ER(EMERE
o IERAY HPC MRIRTS =R BIImE ST iF
o fE ProDeploy SCHERAE], HPC BERANEAZFNSTIFIE
o MEI(ZAY ProSupport FINNERSS (MMRFERR) :
ALIKHFERT 31 (RIBEEFIRITAIMINRS "BAAER" TERBKRENHRALREER, TASREEERRSIT. It

MNIARSSIRIRMEHIEBZITHYERE, XERENRRGHITE, BRGHXITERDIN 1 BIRRRTE 4 /NS PABH TREF IR
SIEFEIEIT. MRFHE SLA, BIRIGF=ELTTFIZRA,

MECSHF NIRRT AR

o FHAEPEFHE:

ARG SRS e ARSI R B BB ERATEE.
o IBETIENIS:

MEREIERTA IT BB BRI ME SIS E R,
o ZHRNEZISIRS:

BRE=HIREIEARSES. FHEFNERN—TERSITIRMSE (83 Broadcom, Cisco, Fujitsu, HPE. Hitachi, /9,
IBM. Lenovo. NetApp. Oracle, Quanta, SuperMicro RREAfH) .

E R AN RIARSS
e ProSupport One for Data Center:

ProSupport One for Data Center J9#A#B1T 1,000 TN~ (BRSS=8. 7. MEFRFHT) NARSHIEET ORMARIER
UARUBESZRY. AERSZETHRAE ProSupport TH8E, AIFIBEAMNSICERLE, EREZFISETKMES. RERRSE
TFFAANER, EHEAERERIFMEIRAIIENEFREEEIRISHBRS .

HoEHIIRS P EIRARMIRSERN, RATRSIZIEI

SEH AT I LRI S PR IR E R T,

ProSupport AlOps TE (MyService360. TechDirect 1 CloudlQ) SR EIRESFIEIN
RIBNDUASHIEFNE LT, SEBEEARITED
FMEIBNEE A RES EHIRISTHFTRIFNE)

O O O O O
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e ProSupport One for CSPs (=IRSZI2HLRE)
ProSupport One for CSPs @—TUH4FAIRSS, TAWEARSSEREERIT 1,000 SFHETEIT 2.5 {ZZETThIERR Al THERRIRS
ERUE/REFMIRLT, PS1for CSPs BJEB S, BREWILREM). KRS, IEEIFLAEINA LOIS BMH-FIEFEIRIEEY
RS, AT BEMINSEENFRRIAZTFRERFIING, FISEME 7T RFNEN RIS, PS1for CSPs REENE XE iR
SESMFTEMEFE (BRI NVIDIA)—EEHE, rERRERRZnE PSIDC, BIRBFRERS Rk, BX PS1 for CSPs
NEZIFMER, BRI,

e Logistics Online Inventory Solution (LOIS)
IEEEESHEECHRTHTFEEIRTOIIABIEL, BU/RIBHEBAS Logistics Online Inventory Solution BIBRSS, X2 —F A
MBI, STOBEN4ER ARIEMENEREMINAMER, B hEXLER ARG, BEnHER AR LAz RIS R IE
B, MASHIRER, SN EEISHEEIRNRERESRE/RECHRZRNSI (FRATHRIINUZIRSS) BB TATEGEF
BTN, 1ER LOIS RAI—ERY, ZEF LA APHEERFERESEME Dell TechDirect, LIS SIFEERMIZ.

FERS

e Post Standard Support (PSS)
#E ProSupport FIRYICHEZ EIERIRSHAIR, BIEINAFAIEHHRE,

o HUEERR SRS
EENEERENERNT R L ERATRENEIE, HIREBSIENZ AT SMMEFHEMRTS NIST AREINAIL,

e Asset Recovery Services

BEARIENL. FEMLE. BWETe. AREESAIBREEN 1T &, RRERPERLSHbIK,

ProDeploy Infrastructure Suite

ProDeploy Infrastructure Suite fRHZHEREF M, FIHESZFPRIRSR K. BH 5 TRSAER: ProDeploy BEERSS. ProDeploy #l
BREERLARSS. Basic Deployment, ProDeploy #[1 ProDeploy Plus,

ProDeploy Infrastructure Suite
Versatile choices for accelerated deployments

FACTORY BASED SERVICES FIELD BASED SERVICES

ProDeploy
Plus

ProDeploy » Onsite hardware
installation and

onsite software
configuration

» Implement CloudIQ
Cyber Security
best practices

+ Knowledge Transfer

ProDeploy
FLEX Rack

Integration » Choice of hardware

install (onsite / guided)

* Remote Software
Configuration

ProDeploy » Complete rack build: Basic
FLEX Factory e (e Deployment

. = cabling and system
Configuration configuration

= System settings
« Asset tagging
= Load image

» Knowledge Transfer

= Hardware install
+ Optional add-ons: and cable/label
- Performance test + Firmware update
- Inter-cabling of + Business hours
multiple racks

& &
* e

Ideal Customer buying " Customer buying rack with Customer buying a small

for: servers at volume >20 servers and switches number of servers or 1-2 racks

As an additional benefit to the customer, all deployments are planned, managed and tracked using online collaboration tool in TechDirect. DeALTechnologies

46: ProDeploy Infrastructure Suite
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BT T HIARSS

I RSEERNEBER, eEaXREFPIAZREHAT,
ProDeploy FLEX i Bt &
IFEESWIHERSH/HAEER SR TREENEF, fitl: BENME. RAREMNSR N, MEERIREFHERIaE
F. b, ERTLAARSS 2T EAIESE, LABES NS USIMFERSFIREER, NMELHRERE. RS|[HANNG
&, B/RAILMER TP AR IETISNEERS, EREPEIRERSS.
ProDeploy FLEX Rack Integration
IEESHFEERERITETEEMAWIZENER, XA RTROERGRE. MANSBENRRARE. SEaJLAIIH ED
MKAIENENIUARENIZRECE, LISSRIIEREE,
o HZEERAIINE SKU (NEEERM, BRE:
o 20 BNEZIRE (RF1C RFIIRSEE. VxRail LIRFTBERI/REAFEI/RATIRNL) .
o KREREZEEAT,
o WFREUTBHAWIRERZR, BEREEMRMN:
o REEZEELVMIHIER/MRFFEEERTIBINRE
o KRIBEZMER
o B35 20 BLAMAIBRSSERAINIZE
o {HIBAFMEIREAMZE.

ProDeploy Flex | Modular deployment (built in factory, onsite or remote)

Single point of contact for project management L

Pre -deployment Expanded end-to-end project management Selectable

Site readiness review and implementation planning ]

Deployment service hours 2417

Hardware installation options Onsite, factory?® or remote?®

System software installation and configuration options * Onsite, factory® or remote?

Multivendor networking deployment 4 Onsite, factory?® or remote?

Onsite Deployment in remote locations Selectable

Deployment

Onsite Deployment in challenging environments Selectable

Onsite Deployment with special site-based protocols or requirements Selectable

Install connectivity software based on Secure Connect Gateway technology L]

Dell NativeEdge Orchestrator deployment Selectable

Configure 34 party software applications and workloads * Selectable

Deployment verification, documentation, and knowledge transfer

Post -deployment

Configuration data transfer to Dell support

(o) 1INl | =TIz 1oy M Online collaborative environment - Planning, managing and tracking delivery process

'Hardware and Software delivery methods can be independently chosen; selecting Rack integration for software requires hardware Rack integration to also be selected.
2 Factory Rack Integration for server and VxRail; includes associated Dell network switches; final onsite rack installation available.

3Remote hardware option includes project specific instructions, documentation and live expert guidance for hardware installation.

4 Select 3™ party multivendor networking and software applications.

5 Pair with Field Onsite Hardware service for final installation

47: ProDeploy Flex {&IR{LIRSS

ETIAHIARSS

e ProDeploy Plus:

MHLIZIBUABELENRAEE (EIENELESRELHRNSE) . FARIISESENIRSIEFAEMEMIERZE., ProDeploy Plus
RHETEZRSERMN T BRI TEZIEZ rEAIREE N, TN RHE M EEISCREL TR, SANERESBEER
PITHRHEE, SE— RN RS SRR, #/RRBEE Powerbdge TIETHE, LIEHE IDRAC
OpenManage ZASLAER, FHEIE AlOps platforms: MyService360. TechDirect F CloudiQ, RI4&ZESCHER ProDeploy Plus
AN, TEBBEFTHBENSZENXE, HERTRDFRIGEEREEN. REESEZEE TURAIGITE. ZEPIREEREI
BRI E M IRNRER, LASShRkItSTE,
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e ProDeploy:

ProDeploy #RHIfE A BECEFIRRHLRIAE (MAEE5I1S3() . ProDeploy IFEESIHNMEMBHEESSHOHBNES, &
%;Eﬁi\?ﬁﬂgiﬁﬂgﬁﬁiﬁ A, ProDeploy TEAZ#R{4SEhtEE ProDeploy Plus FIRRAIFFERE, (BABREMINMNME. MBERLET
u% %; 7 o

ProDeploy Infrastructure Suite | Field services

Basic ProDeploy ProDeploy
Deployment Plus
Pre- Single point of contact for project management A ® In region
deployment Site readiness review and implementation planning - L] ]
Deployment service hours Business hours 24(7
Hardware installation options Onsite Onsite or guided ' Onsite

Deployment System software installation and configuration options = Remote Onsite

Install connectivity software based on Secure Connect Gateway technology 2 = L]

Implement CyberSecurity best practices and policies in
APEX AlOps Infrastructure Observability

Post- Deployment verification, documentation and knowledge transfer

deployment Configuration data transfer to Dell technical support

Online collaborative platform in TechDirect for planning, managing and
tracking delivery

Online collaboration

! Choose from onsite hardware installation or a guided option including project specific instructions, documentation and live expert guidance

2 Post deployment use for intelligent, automated support & insights

48: ProDeploy Infrastructure Suite — IQiZIRSS

#FEERE MRS

PRSI SR R e EEERERIRMITIE.

MAENRNIIRE (52 PD/PDP)

EEFAVFHE, IHTESNRIREI R ESEMNRSSS (BFRAEN) BEi%. {F/SIM ProDeploy ARSZAI—ERY, B/RATEIAE A
BMRERENSTEN. fldl, NREFWSEFRNMFAERESI, ProDeploy IREZEENEBESMNNEENNEEZ (HAERMEE, 8
MREREHE Ax2 =8 NEH) . Ut "TADAENIRINRE" FFEIRSBIRMEAE ProDeploy IRBHELZIBMHIESENAIEE. HIFSER
T, BRALERIIRESSAIENRT SHIEME, XML T BMEAIBTRER TR, InRRaEFIEEERS S a
., FREZFIORAKBEASHETIINEI. FI8, FRSE[TIRRE (MEF=TIRE) OEE.

HtbaBZEARSS (ADT) — B& PD/PDP 8¢Ar PD/PDP HE

1&ATLAFIA Additional Deployment Time (ADT) 3 R& ProDeploy S{EESSERE. ADT jifizE ProDeploy fRSSIEFE R TS LAIMIEBITES.
ADT tBr] LABIEINIIRSS, o5& ProDeploy, SKU RJEBFIIEEEIEATREWHRNR, SKU LA 4 /NGHmfEsy 8 /NS Ei7 0 B EAHE
€. XTARST AR B EE TS a0/ g2,

Data Migration Services
TBHIREHERE, BINEREAERIEN T EMEBTBIBLMNGE. SFMESESHIERFENER

BAéVF, HETEIH. BEETBEEREATR. FEEMIEIRR N —HBD. BELURER/REETBIRS RHTTET
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IRIERRSS

ZLNERIRABWARBGR T RTAGY R, AERRIEENTIRIR, FHEEEERIERAIRAHEARERESHIRAN

ROI, IREEARSSIBIIFI A ERIRARIRBEAS, BEIEFRETEEFHINEE. IREERTLURME SHEORREE, T EitRAREEE

EIREXAILIEE EEAIAIRER.

o EHERAIG (Wip) SEM (ZE) RBERS

o INEM2EFR, RiEEE

o REFTHEREERTERASHFFESAEMIEASEE, Flan: RSEE. B ERE AL NE. T2 Sn. HEEENRRR
TR FRERIRIEAR

IRIFERE R R

EmERE RS

LEPEHH T ProDeploy Infrastructure Suite BSBERT, EalLAKEEFHIEE RS HNEAS DB SNE PR EK, &
REHIEPERBANES TR REMIT, BREBENHBEFRETE, ENABEHFIEIEREE. EFRSTLE
I, E1IT SBUZHIITER. FraetiERSSE Y SFOC FLAHE.

ProDeploy FLEX

ProDeploy Flex @—TUEHLARSZFIRAMN TR, AJHENEMINES RS FHZESUNFIFIE, ProDeploy Flex HRIRLARSS FeiFHER
BIEES T FIIUa (ISR I E I ERIIRSS . AR LUSEISIHREE LR, MABIEEEXITHE. FLEXIFEES
F3F ProDeploy &% ProDeploy Plus ToiAHE R P KATHYMAFERE ., ProDeploy FLEX B9FEZEINEE:

(EFRRE RN RO AT T REF TR ERE RN

RASITRIESNEBY BEMN.

IEEIEAFEE NativeEdge Orchestrator B ERBHIZ .

BEIR G ERE IR R INRISB =TT MR E.

=& HPC

EMHEETE (HPC) LR E T RIIREENETR. BURSE T HR LERNERSH 7 EXERFEENMNES]. HPC SEE
HIINEHIRESELSEE, EERATaTLASERRAE ProDeploy SKU 7E 300 N A FHATER/IMY HPC B¥EE, 1EFTF HPC ZR2H9(E
{ATFREE SKU EREEIS LA TR e B EEE— &Rl SKU (ProDeploy for HPC Efttl) UARBFESTHNEMNRE (REET =
ZHE#) —A™ ProDeploy for HPC BffINLR,

ProDeploy for HPC HISEE :

(D)|iE: EEEFMMEALEAITE SKU 2. FraEMtKISHBEEEHIRS.
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ProDeploy for HPC*

Install & configure Cluster
Management software

Configure HPC nodes & switches
Validate implemented design

HPC Add-on for Nodes

Rack & Stack Server Nodes
Professionally labeled cabling

Perform cluster benchmarking

Product orientation
Per cluster

* Non-Tied BASE SKU
* 1 SKU per new cluster

(regardless of cluster size)
49: ProDeploy for HPC BItFE3S (TR

BIOS configured for HPC
OS installed
Per node

» Tied & Non-Tied Add-on SKUs
* 1 SKU/asset
» If over 300 nodes use custom quote

Build HPC solutions for your unique requirements
Choose ProDeploy for HPC or Custom deploy

ProDeploy service includes configuration of most OS, cluster mgmt., networking and benchmarking

Operating System Cluster Mgmt Software
@rednst 4% centos @NVIiA, Sees Commard Vi
. s L TR
5‘, } 1Warewuif is custom and |
Cluster S U S E _____________ :_rgqu_i@_sB_o_cl_w_ Linux _ _|
TR | i @ (!
w rocky  ubuntu®| | OMNIA
rCTTTT Tt T T T T T T T T T T T T T T T T |
. I
Networking | Storage |
—— I
DA LTechnologies | ML A)R)O)A)STREAN i
Ryl CORNELIS : :
ITWIRKE I . ‘..l .z )
: DataDirect’ i
SINVIDIA [QEIEE | PeRRet slees
L I

Linpack

Benchmark

=

Solutions with blue dotted

]
]
i lines require custom service
' engagement for deployment

Notes related to networking above: Omni-Path is no longer an Intel Product, but is now distributed by a
company called Cornelis, and Mellanox was purchased by Nvidia, and now goes by Nvidia Networking.

50: EETEHFIERIHAY HPC BREEIRAYRTIILARE

28 2 X — KH Ansible BB TR

B/RIEIRTTZERFASERL AP (MFBRERFRIEIEN]) MEN "Baiitpld” | X EBEEAEN Rt TREERIRE. RERR
BT Anisble BEMUERIER, B—LEPEE GitOps JHAVEINEE. RSBLERAY, ZPBREINEENUATRIEMAN, 7
T iEgmEAM AR A 58 1 KR5S 2 RN ABHREMUHIZA (Ansible Modules) . Cl/CD T& (Jenkins) FIARALEH! (Git).
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Dell Technologies Consulting Services

A TR FEENZ P ERIBSLIAEE, HRERSLISNETIEREE/R PowerEdge RFTaTLAMERNV SRR, MEKIEEISSEE
KUIRSCHE, Dell Technologies ARSI EEFREIMEHAIT IT. ADERSHMBEFEE. RIS AL/ ES Dell
Technologies FUF=GRBSTISIENESRIRIRS, REILMEENSHR. NES=. MAERF. DevOps FIEREZIEEZ
WSt SRR ORI, DT, ADRRIMEFRIRFPARLE — AR G

B RITERSS

—UERHFEFREBEERRE T ZENSRMENG, MERTERSUFABENR. SUF Al B ERFIA N BaCRRE
BB RIS A LTRSS R, EBEIXMRA, BANERTLURERS RAIET. EFRGETIRE, ERYRMH
NG EEFAUENRERIT . FAURMHPAFEIAGEERS. BSRIMEEARERHER, MERERECHARNIA
BEEFPHENAT. FME "RIRS" EXEEESHET, 79 Dell APEX, FERIRS S, BRAERERAHASRMEE
B, rSEPRBRAERXNMEE, BARRTERNBR.

as-a-Service or
OPEX model

Outsourcing or
CAPEX model

Managed

We manage your technology
using our people and tools.1
¢ Managed detection and response*
¢ Technology Infrastructure
¢ End-user (PC/desktop)
¢ Service desk operations
¢ Cloud Managed (Pub/Private) ] ' pay-per-use model
¢ Office365 or Microsoft Endpoint 3 &ié

We own all technology so you
can off-load all IT decisions.
e APEX Cloud Services
¢ APEX Flex on Demand
elastic capacity
¢ APEX Data Center Utility

1 — Some minimum device counts may apply. Order via: ClientManagedServices. sales@dell.com

ecunty monitoring of laptops
( ed. No Networking or
le in 32 countries. Details here

51: RIEERS

FEERNUFImAL (MDR)

Dell Technologies FEE4&MFINIM (MDR) B Secureworks Taegis XDR BF &M, MDR E—TEEIRS, vRIPEFRYIT IR
ERZEERGEENRSE, FERIRMIHRMME. JEFMBSE MOR B, BTRWEIFIAIEBARAILA TR IR :

BRHERR

IEREFERE e, AIREENERE Secureworks iR VIEIERF

SXIREIMECNFIEE

MRFIERNNUES) (BZEERS 40 /\E)

MREFBEIRRE, HNEFRESRM 40 NEHRESEHIER SRR

S5EP#iTEERELEENIE

Dell Technologies Education Services
HIRRATARRG IT 5288, LAS/IMMVSSAOREIER, [SRIAZFEABIMRELELARES, LRI TR RS SRR AL, FIF
SERREE R AR S IAE.

Dell Technologies 15i)llBR55#2ft PowerEdge fRSZERIFIIFIAIE, SEFHEEFRMNEHREPIREESZHING. ZRETREEAIE
P HEEFNSEARRERRE, Tk, BB, BRIt RERIRSSS.

BT RS BN EMNRIE, 15217 Education.Dell.com,
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