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Abstract

This white paper details Dell AlOps, the cloud-based AlOps proactive
monitoring and predictive analytics application for Dell systems. It
describes how it uses machine learning and other algorithms,
notifications, and recommendations to help you optimize compute,
storage, hypercoverged infrastructure, data protection, and network
health, performance, and capacity.
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Executive summary

Executive summary

Overview

Audience

With our busy daily lives, it is important to find easier and faster ways to manage IT
infrastructure. With Dell AlOps, Dell Technologies seeks to simplify the user experience
when it comes to proactively monitoring and providing helpful insights about their Dell
environment.

Dell AlOps provides a single web-based location for monitoring and analyzing Dell’s broad
portfolio of infrastructure systems which, according to user surveys, yields significant
outcomes:

e 2xto 10x faster time to resolution of issues’
e One workday saved per week on average'

This white paper describes the Dell AlOps features that are available in a consolidated
user interface through any HTML5 browser. Users can also access Dell AlOps on their
iOS or Android mobile device.

As a Software-as-a-Service solution, Dell AlOps delivers frequent, dynamic, nondisruptive
content updates for the user. Dell AlOps is built in a secure multitenant platform to ensure
that each customer tenant is properly isolated and secure from other customers.

This white paper is intended for Dell Technologies customers, partners, and employees
who are interested in understanding Dell AlOps features and how to monitor the following
Dell systems:

e APEX Block Storage for Public Cloud

e Dell Cloud Platform for Microsoft Azure

e Dell Cloud Platform for Red Hat OpenShift

e APEX File Storage for Public Cloud

e Connectrix

e PowerEdge

e PowerFlex

e PowerMax (including VMAX)

o PowerProtect Data Manager (Cyber Resilience)
o PowerProtect DD series appliances (including DDVE)
e PowerScale (including Isilon)

e PowerStore

o PowerSwitch

e PowerVault

" Based on a CloudlQ User Survey, conducted by Dell Technologies, May-June 2021
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Revisions

e SC Series

e Unity XT family (including Dell Unity and Unity XT)

e VxRail

e XtremlO

Date

Part number/
revision

Description

December 2016

Initial release

August 2017

Updated with additional functionality

June 2019

Updated with support for PowerMax/VMAX, SC Series,
XtremlO, Connectrix, and VMware

June 2020

H15691

Updated with support for PowerStore, PowerScale, Isilon,
PowerVault, and Converged Systems

November 2020

H15691.1

e Updated to reference support.dell.com and
cloudiq.dell.com

e Updated with details on enabling Dell Trusted
Advisors and Partners

e Updated with Lifecycle Management for Converged
Systems

May 2021

H15691.2

e Updated with support for PowerProtect DD and
PowerProtect Data Manager

e Updated with support for VxRail

e Updated with support for custom tags and custom
reports

July 2021

H15691.3

e Updated with support for APEX Offerings
e Updated with Cybersecurity

January 2022

H15691.4

e Updated with support for PowerFlex, PowerEdge, and
PowerSwitch

e Updated with support for Webhooks

January 2022

H15691.5

Updated template

July 2022

H15691.6

Updated with REST API

Updated with Virtualization View

Updated with VxRail multisystem update
Updated with support for secure connect gateway

Updated with Cybersecurity support for PowerEdge and
templates

Updated with support for PowerProtect DD performance
Updated with support for PowerSwitch performance
Deprecated Hosts from Inventory tab

Deprecated Metrics Browser

Updated with Report Browser metrics per device type
Updated with Connectrix Optics support

Converted Advanced role to DevOps
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Date

Part number/
revision

Description

January 2023

H15691.7

New navigation menu and consolidated multisystem
views

Dell Security Advisories in cybersecurity

Component level tagging

VMware support under Virtualization

PowerStore appliance, volume group, and volume details
PowerScale node and quota details

Powered off VMs in Reclaimable Storage

Performance Impacts for PowerScale

Subscribed and physical capacity views for APEX Data
Storage Services

Performance forecasting for Unity
Updated Connectivity View

PowerProtect DD capacity forecasting and custom
reports

PowerProtect DD and PowerProtect DM system updates

VxRail modified Inventory View and additional
performance metrics

July 2023

H15691.8

Updated:

e Terminology table (Observability Collector and
SupportAssist definitions)

e Connectrix and PowerSwitch details (Introduction
section)

e Administration (Collectors section)

October 2023

H15691.9

Port performance metrics for PowerSwitch

Performance forecasting for Dell Unity XT and
PowerEdge

Anomaly charts in custom reporting

Support for PowerFlex hosts and alerts

PowerEdge maintenance and firmware update actions
PowerEdge Dell Security Advisories

Home Page customization

Single sign-on for AlOps Infrastructure Observability
Carbon footprint analysis

Service Requests

VxBlock health score for storage

Licenses and entitlements
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Date

Part number/
revision

Description

August 2024

H15691.10

Rebrand to APEX AlOps Infrastructure Observability

Add support for APEX Block Storage for Public Cloud,
APEX File Storage for Public Cloud, APEX Hybrid Cloud
Services, and APEX Private Cloud Services, APEX Cloud
Platform for Microsoft Azure, and APEX Cloud Platform
for Red Hat OpenShift

Removed references to APEX Data Storage Services
Knowledge Base Articles

Cybersecurity support for PowerProtect DD
Ransomware Incidents

Webhooks for Cybersecurity

VxBlock Cl Code Compare

Server Compliance Reports

Job scheduling for PowerEdge firmware updates
Updated available metrics in Report Browser

PowerVault supports Data Protection category in health
score

More file system details for PowerStore

Support for PowerSwitch systems running SONiC
More support in mobile app

Carbon Footprint support for PowerScale systems
Updated custom report wizard

Remove references to Secure Remote Services
Pools status added on PowerFlex Capacity page
Support for SSO Groups

Support for Dell XC Appliances

October 2025

H15691.11

Rebranded to Dell AlOps
Removed converged systems/VxBlock

All updates added from June 2024 through September
2025

January 2026

H15691.12

Removed Application Observability

We value your Dell Technologies and the authors of this document welcome your feedback on this
feedback document. Contact the Dell Technologies team by email.

Author: Jackie Rosenberger

Contributors: Susan Sharpe, Frederic Meunier, Sue West-Milani
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Executive summary

The following table provides definitions for some of the terms that are used in this
document.

Terminology

Table1.  Terminology

Term

Definition

DD System Manager

The graphical management interface for PowerProtect DD
systems. Connectivity to Dell AlOps is established in the
Maintenance section of DD System Manager using secure
connect gateway.

Dell AlOps Collector

A small virtual machine distributed as a vApp that enables
collection of VMware, Connectrix, and PowerSwitch data. The
Collector retrieves information from the target objects (vCenter
or switches) and sends the collected data back to Dell AlOps
using secure connect gateway. For VMware, the Collector
communicates to vCenter using the VMware API and requires
a user with read-only privileges. For Connectrix and
PowerSwitch devices, the Collector communicates to the
individual switches using REST API and uses a nonprivileged
user. A single Collector can be used for VMware, Connectrix,
and PowerSwitch.

Dell Connectivity Client
(DCC)

A lightweight software module embedded in Dell PowerEdge
servers via iDRAC enabling secure, bidirectional connectivity
between customer infrastructure and Dell Technologies. It
collects telemetry data such as configuration, alerts, metrics,
and logs to support proactive service, automated support case
creation, and integration with Dell AlOps.

OpenManage Enterprise
(OME)

Management console for PowerEdge servers. The CloudIQ
Plugin and Embedded Service Enabler are required to collect
and send telemetry back to Dell AlOps.

PowerFlex Manager

The graphical management interface for PowerFlex systems. It
automates deployment, monitoring, and lifecycle operations for
hyperconverged systems, block and file storage systems,
PowerFlex file services, PowerFlex appliances, PowerFlex
rack, and public cloud environments.

PowerStore Manager

The graphical management interface for PowerStore storage
systems. Connectivity to Dell AlOps is established in the
Settings section of PowerStore Manager using Embedded
Service Enabler or external Support Connect Gateway.

PowerVault Manager

The graphical management interface for PowerVault storage
systems. Connectivity to Dell AlOps is established in the
Settings section of PowerVault Manager using SupportAssist.

Secure Connect Gateway

Remote connectivity technology replacing Secure Remote
Services and SupportAssist Enterprise. It allows Dell devices to
securely transfer files such as logs and system telemetry to
Dell Support and Dell AlOps. It can exist as a centralized
stand-alone server, or it can be deployed within management
platforms as Embedded Service Enabler.

Unisphere

The graphical management interface built into Dell storage
systems for configuring, provisioning, and managing the
systems’ features. For Unity XT family, and PowerMax/VMAX
systems, Unisphere connects to Dell AlOps using secure
connect gateway; for SC Series, it connects using
SupportAssist.
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Term Definition

VxRail Manager A plug-in for VMware vCenter that enables users to manage
VxRail clusters including life-cycle management and the
hardware platform. Connectivity to secure connect gateway
and Dell AlOps is established under the Support tab in VxRail
Manager.

Web Ul The graphical management interface for XtremlO storage
arrays. Web Ul is part of XtremlO Management Server (XMS)
which connects to Dell AlOps using secure connect gateway.

10 Dell AlOps: A Detailed Review
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Dell AlOps overview

Introduction

Key values of
Dell AlOps

Dell AlOps is a cloud-based AlOps application that enables simple and proactive
monitoring and troubleshooting of your Dell IT infrastructure, including integration with
VMware. It leverages machine learning to proactively monitor and measure the overall
health of servers, storage, hyperconverged infrastructure, data protection, and network
devices through intelligent, comprehensive, and predictive analytics. Dell AlOps is
available at no additional charge for products with a valid ProSupport (or higher) contract.
Dell AlOps is hosted on Dell Private Cloud, which is highly available, fault-tolerant, and
guarantees a 4-hour Disaster Recovery SLO.

Dell AlOps provides each customer with an independent, secure portal and ensures that
customers are only able to see their own environment. Each user can only see those
systems in Dell AlOps which are part of that user’s site access as defined in Dell Service
Center. Customers register their systems with their Location ID. For SC Series and
PowerVault systems, a new location ID is created, named after the system ID, for each
system selected to be viewed in Dell AlOps.

The discussion below elaborates on the various features and functionality in Dell AlOps.
Some details vary by product type. For specific details about a product type and the latest
features, consult Online Help, which is updated with each new feature added into Dell
AlOps.

Reduce Risk — Dell AlIOps makes daily IT administration tasks easier by helping you
identify potential vulnerabilities before they impact your environment. Leveraging a suite
of advanced analytics, Dell AlOps helps answer key questions IT Administrators deal with
regularly using features such as: Proactive Health Scores, Performance Impact Analysis
and Anomaly Detection, and Workload Contention Identification. It also identifies
cybersecurity configuration risks, applicable Dell Security Advisories, and potential
ransomware incidents.

Plan Ahead — Dell AlOps helps you stay ahead of business needs with short-term
Capacity Full Prediction, Capacity Anomaly Detection, and longer-term Capacity
Forecasting. Performance forecasting shows trends for key performance metrics and
provides indications when resources will become saturated. SAN optical failure
forecasting helps users plan ahead to replace failing components and avoid performance
degradation and outages. Energy consumption and carbon footprint calculations let users
meet their organization’s sustainability goals.

Improve Productivity — Dell AlOps helps users improve the productivity of IT resources,
staffing, and equipment by:

¢ Providing a single monitoring interface for Dell infrastructure for data centers
and edge locations including VMware visibility, and extending to Dell data
protection systems in public clouds

e Sending notifications for health issue changes, job status changes,
cybersecurity risk notifications, and ransomware incidents

e Supporting customizable reports that can be scheduled and shared

e Enabling Dell and Dell partner Trusted Advisor access for added oversight

Dell AlOps: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment

1



12

Dell AlOps overview

o Delivering immediate time-to-value with easy, web-based access and a mobile

app

e Integrating with existing IT tools and processes with Webhooks and REST API

Dell AlOps
requirements

Dell AlOps is available to all customers with the following Dell Technologies systems
under a ProSupport or higher contract:

Type of data

Product models

Minimum code version

Cloud

Block Storage for AWS (PowerFlex for AWS)
File Storage for AWS (PowerScale for AWS)
Cloud Platform for Microsoft Azure

Cloud Platform for Red Hat OpenShift

N/A

Connectrix B-Series

Connectrix Brocade

FOS 8.2.1a and later, DS-
7710B

Connectrix MDS Series

Connectrix Cisco

NX-OS 8.2(2) and later,
except for NX-OS v8.3(1)

PowerEdge C Series, FC Series sleds and chassis, R Series, | OpenManage Enterprise
T Series, XE Series, XR and XR2 Series, FX 3.7 and later? 3
Modular chassis, MX Modular sleds and chassis, Dell C tivity Client*
M Modular compute sleds and chassis, VRTX ell Lonnectivity Llien
Series sleds and chassis, XC appliances

PowerFlex PowerFlex for AWS systems V 3.6.x and later
PowerFlex software and Ready-Nodes :r?évl(zrtzlfx Manager 3.7
PowerFlex Rack and PowerFlex Appliance

PowerMax/VMAX VMAX 10K, 20K, 40K, 100K, 200K, 400K, 250F, Unisphere 9.0.1.6 and

450F, 850F, 950F
PowerMax 2000, 8000, 2500, 8500

later®

PowerProtect Data Manager

PowerProtect Data
Manager 19.1 and later

PowerProtect DD series (Cyber
Resilience)

DD9910, DD9900, DD9410, DD9400, DD6900,
DD3300, DD9800, DD9500, DD9300, DD6800,
DD6300, DD7200, DD4500, DD4200, DD9410,
DD9910, Data Domain Virtual Edition (DDVE)

DDOS 7.4.0.5 and later®

2 OpenManage Enterprise 3.9 or higher required for Cybersecurity support and modular chassis

support.

3 OpenManage Enterprise 3.10 or higher with CloudIQ Plugin 1.2 or higher required for
maintenance and firmware update operations.

4 Select 15th, 16th, and 17th Generation PowerEdge models. Requires iDRAC9 7.10.90.00 or
above or iDRAC10 1.20.50.50 or above.

5 Cybersecurity requirements: For host-based Unisphere, v9.2.1 or higher is required. For
embedded Unisphere, v9.2.1 or higher and operating system 5978.711.711 or higher are required.

6 DDOS v7.6 or higher is required for performance metrics.

Dell AlOps: A Detailed Review
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Type of data

Product models

Minimum code version

PowerScale/lIsilon

Gen 5, Gen 6, and Gen 6.5

OneFS 9.0.0.0 and later’

PowerStore PowerStore T and PowerStore Q PowerStoreOS
1.0.0.0.5.109 and later®
PowerSwitch N3248TE-ON, S3048-ON, S4048T, S4112F-ON, | 0S10v10.5.3 and later®10
S4112T-ON, S4128F-ON, S4128T-ON, S4148F-
ON, S4148T-ON, S4148U, S5296F-ON, S5248F-
ON, S5232F-ON, S5224F-ON S5212F-ON,
S5448F-0ON, Z9100, Z9264F-ON, Z9332F-ON,
Z9432F-ON, Z9664F-ON, E3224F-ON
PowerSwitch N3248PXE-ON, N3248X-ON, N3248TE-ON, Enterprise SONIC 4.1.x
E3248P-ON, E3248PXE-ON, S5248F-ON, and later
S5296F-ON, S5448F-ON, S5232F-ON, S5224F-
ON, S5212F-ON, Z9664F-ON, Z9264F-ON,
Z9332F-ON, Z9432F-ON
PowerVault PowerVault ME4 Firmware GT280R004 and
PowerVault ME5 later for ME4
All versions of ME5
SC Series SC All Flash and SC Hybrid 7.3 and later

Unity XT family

XT, All Flash, Hybrid, and UnityVSA —
Professional Edition

Dell Unity OE 4.1 and later

VMware - ESXi 5.5 and higher (some
metrics available at 6.0+)

VxRail - 4.5.215 or later, 4.7.001 or
later, or 7.0.000 or later

XtremlO X1 and X2 XMS 6.2.1 and later

Dell AlOps data

collection

Details on configuring Dell infrastructure, Connectrix, and VMware for Dell AlOps are in
Appendix A: Enabling Dell AlOps at the system. After the Dell systems or Connectrix
switches have established a connection to Dell AlOps, data is collected and available to
the user in the Dell AlOps user interface. Dell systems are connected through secure
connect gateway. PowerEdge systems connect via OpenManage Enterprise and the
CloudIQ plugin, or through Dell Connectivity Client (for supported systems). Dell AlOps
receives Connectrix, VMware, and PowerSwitch data through a local Dell AlOps Collector
that sends the data through secure connect gateway to Dell AlOps.

The frequency with which data is updated in Dell AIOps varies based on the type of
information and the type of system. The following table shows the types of data and how

7 PowerScale 9.4.0.0 or later required for performance impact detection. Monitoring PowerScale
backend switches is not supported.

8 Cybersecurity requirements: PowerStoreOS 2.0 or higher.
90810 v10.5.3.2 or later required for error, utilization, and CPU utilization metrics.

100810 v10.5.4 or later is required for memory utilization metrics.

Dell AlOps: A Detailed Review
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often Dell AlOps updates this information for Unity XT family systems; collection for other

systems is comparable:

Type of data Sample update frequency
Alerts 5 minutes

Performance 5 minutes

Capacity™" 1 hour

Configuration 1 hour

Data Collection2 Daily

Dell AlIOps maintains up to 2 years of historical data for monitored systems. The details of

the data retention are as follows:
Alerts: 2 years

Configuration: 2 years at hourly intervals

5 min interval Hourly interval Daily interval
System level 100 days 2 years 2 years
Object level 22 days 90 days 2 years

Dell AlOps
features

Dell AlOps makes it faster and easier to analyze and identify issues accurately and
intelligently, by delivering:

e Centralized monitoring of performance, capacity, system components,
configuration, data protection, and carbon footprint. Dell AlOps also provides
details about components of Dell storage systems, IP and SAN switches,
servers, hyperconverged systems, and data protection appliances, as well as
VMware environments.

e Predictive analytics that enable intelligent planning and optimization of capacity
and performance utilization.

e Proactive Health Scores for monitored storage systems, servers,
hyperconverged systems, data protection appliances, and network devices. Dell
AlOps identifies potential issues in the infrastructure and offers practical
recommendations based on best practices and risk management.

o The Cybersecurity feature, which monitors and implements security
assessments for Dell systems by comparing configurations to a set of security-
related evaluation criteria, notifying users of security misconfigurations.
Identification of applicable Dell Security Advisories and associated Common
Vulnerability and Exposures (CVEs). Cybersecurity ransomware incidents

11 Connectrix, VMware, and PowerStore collect at 5-minute intervals.

12 Daily “all-in” collection.

14 Dell AlOps: A Detailed Review
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detect potential ransomware attacks by learning the expected behavior of
reducible data and identifying unexpected anomalies.

e The Multisystem update feature, implemented for VxRail and PowerEdge (see
Appendix E: PowerEdge Supported Features by Connection Type), allowing
users to perform update pre-checks, code downloads, and system updates from
Dell AlOps.

Centralized monitoring

Dell AlOps enables you to improve your system health by providing instant insight into
your Dell IT environment without the maintenance of installed software. The Home Page
summarizes key aspects of the environment so that users can quickly see what needs to
be addressed and provides hyperlinks to easily open more detailed views. Some
examples of these summaries include Proactive Health Scores, Capacity Predictions,
Performance Anomaly and Impact Detection, and Reclaimable Storage. These features
and others are discussed in detail below.

Predictive analytics

Dell AlOps advanced predictive analytics differentiate it from other monitoring and
reporting tools.

Performance anomaly and impact detection

Using machine learning and analytics, Dell AlOps identifies performance anomalies
(supported across all storage platforms, networking devices, and PowerEdge servers). It
compares current performance metrics with historical values to determine when the
current values deviate outside of normal ranges. This feature provides timely information
about the risk level of the storage systems with insights into conditions and anomalies
affecting performance.

Besides detecting performance anomalies, Dell AlOps goes one step further and identifies
performance impacts (supported for PowerMax or VMAX, PowerStore, VxRail, Unity XT
family, PowerScale, and PowerFlex systems). Dell AlIOps analyzes increases in latency
against other metrics such as IOPS and bandwidth to determine if an increase in latency
is caused by a change in workload characteristics or competing resources. In the case
where an impact is identified, Dell AlOps also identifies the most likely storage objects
causing the workload contention. By differentiating between changes in workload
characteristics and workload contention, Dell AIOps enables users to narrow the focus of
troubleshooting on when actual impacts to performance may have occurred.

Capacity trending and predictions

Dell AlOps provides historical trending and both short- and longer-term future predictions
to provide intelligent insight into how capacity is being used, and what future needs may
arise.

e Short-term Capacity Full Prediction: Dell AlOps uses a daily analysis of capacity
usage to help users avoid short-term data unavailability events by starting to
predict, within a quarter, when capacity is expected to reach full.

e Capacity Anomaly Detection: Dell AlOps uses an hourly analysis of capacity
usage to identify a sudden surge of capacity utilization that could result in data
unavailability. This anomaly detection helps to avoid the 2:00am phone call

Dell AlOps: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment
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resulting from a sudden capacity utilization spike due to a potentially runaway
query or rogue actor in the environment.

e Longer-term Capacity Forecasting: Dell AlOps helps users more intelligently
project capacity utilization so that they can plan future capacity requirements
and budget accordingly.

Proactive Health Score

The Proactive Health Score is another key differentiator for Dell AlOps, relative to other
monitoring and reporting tools. Dell AlOps proactively monitors the critical areas of each
system to quickly identify potential issues and provide recommended remediation
solutions. The Health Score is a number ranging from 100 to 0, with 100 being a perfect
Health Score.

The Health Score is based on the five categories shown in the following table. Some
examples of how Proactive Health mitigates risk are:

Category Sample Health Issues
E Components Physical components with issues: for example, faulty
cables and fans
E] Configuration Non-HA host connections
- o . Pools or clusters that are oversubscribed and reaching full
- apacity capaci
pacity
m Performance Storage groups not meeting their SLO
v Data Native replication and snapshot schedules are not being
Protection met
Cybersecurity

Cybersecurity is a set of features in Dell AlOps that identifies potential security violations.
System configurations are continuously monitored and compared to a configurable
evaluation plan at which point a risk level is assigned to each system. Users can quickly
get a visual representation of system security risks by seeing the identified
misconfigurations and can address security violations using the recommended
remediations. Dell Security Advisories and associated Common Vulnerabilities and
Exposures (CVEs) are reported against any applicable systems. This provides users with
a notification of the vulnerability and an in-context link to the associated knowledge base
article for remediation. Cybersecurity ransomware incidents identify potential ransomware
attacks in near real-time. By learning the expected behavior of reducible data, Dell AlOps
can identify anomalies in this behavior that provide indications of possible encryption
attacks.

Multisystem updates

The multisystem update feature pertains to VxRail clusters and PowerEdge servers.
Users can initiate VxRail cluster update pre-checks, software downloads, and system
updates (separately licensed) from the Dell AlOps Ul. Users can also initiate PowerEdge
firmware updates across their server fleet for servers connected through OpenManage

Dell AlOps: A Detailed Review
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Enterprise or Dell Connectivity Client (see Appendix E: PowerEdge Supported Features
by Connection Type). This feature provides more operational efficiency while maintaining
security and consistency.

This section discusses the layout of the user interface.

Navigation pane

The left navigation bar is designed to provide clear visibility into Dell AlOps functionality to
streamline access to information. The top-level menu selections are task-oriented,
directing the user to the appropriate section of the user interface to access the necessary
information.

{1 Home

] Monitor v
E Manage w
{% Optimize e
[&] Reports %
@ cCybersecurity v
&y Admin v

The navigation bar consists of the following selections:

Home — Access the home page that provides high-level summary information and some
detailed information about various key aspects of the environment, allowing users to
quickly identify potential risks. This information includes the Proactive Health Score,
predictions for when pools and clusters will reach full capacity, and system performance
impacts.

Monitor -—— On the Infrastructure page under Monitor, users can view the multisystem
pages for Storage, Networking, Hyperconverged, Server, and Data Protection. A drop-
down menu allows the user to switch between Health, Inventory, Capacity and
Performance. A second menu allows the user to select the category of systems to view.

e Health — Shows the proactive health scores across the environment.
¢ Inventory — Shows the system code version, location, site, and contract status.

e Capacity — Includes the usable, used, and free capacity metrics. For switches,
capacity is displayed in terms of ports.

e Performance — Shows system level performance KPlIs for all systems and
switches.

Dell AlOps: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment
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Note: Items in gray indicate that the selected product type or category is not applicable.

The Virtualization View provides users with a more traditional VMware tree-style
navigation similar to what administrators are familiar with in vCenter. The Virtualization
view supports VxRail, storage, and PowerEdge based virtual machines.

The Carbon Footprint page provides insights on energy and carbon emissions at the
system and workload level. This includes reporting on both year to date and forecast
metrics.

The Service Requests page provides a status of open service requests applicable to the
systems monitored by Dell AlOps.

There are also views to see aggregated lists of all pools, health issues, and alerts.

Manage — View available system updates for storage, networking, HCI, and data
protection. Perform VxRail update pre-checks, software downloads, cluster updates
(separately licensed), and PowerEdge firmware updates.

Optimize — Access the Reclaimable Storage listing and relevant knowledge base articles
for systems.

Reports — Create, view, and manage custom reports. Reports can consist of tables, line
charts, and anomaly charts. They can be exported on demand or scheduled and emailed
to a specified list of recipients.

Cybersecurity — View security system risk details, misconfiguration issues, active and
resolved security issues, and configure security evaluation policies for cybersecurity-
enabled systems. View applicable security advisories. Configure and view cybersecurity
ransomware incidents for supported platforms.

Admin — Includes links to various administrative tasks.

The Identity Management section allows Dell AlIOps administrators to set access controls
for standard Dell AlOps users and initiate the single sign-on process federating Dell
AlOps with the customer’s Identity Provider.

The Settings menu is used to configure access for User Community and Customer
Support and email notification settings. The Settings section also allows users to set filters
on which systems they want to see in both the Dell AlOps user interface and the mobile

app.

The Customization section allows users to temporarily pause connectivity health checks
for hosts connected to Unity XT family and SC Series systems and capacity health checks
for Unity XT file systems.

The Integrations section provides access to Webhooks and REST API settings, allowing
users with the DevOps role to configure Webhooks and obtain an authorization key to
access the Dell AlOps REST API.

The Licenses page shows system license and entitlement details including entitlement
type and expiration date for PowerFlex systems, and PowerScale virtual edition.
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The Connectivity page shows the connectivity status of all Dell AlIOps capable systems
and allows users to onboard SC Series, and PowerVault systems.

The Collectors section is where users can download the Dell AlOps Collector for VMware,
Connectrix, and PowerSwitch and see the status of all installed Collectors.

The Jobs page shows the status of VxRail and PowerEdge tasks initiated from Dell
AlOps.

The HCI Settings page allows users to enable access controls and enter credentials to
vCenter for system updates.

The Audit Log page displays a list of operations performed by Dell AlIOps users.

The Tags page allows users to manage tags to assign custom meta data to systems and
components.

Global Search

The Global Search feature helps users quickly find Systems, Hosts, Pools, Storage
Resource Pools, Storage Groups, LUNs/Volumes, File Systems, Virtual Machines,
Collectors, and MTrees/Storage Units. Users can specify a few keywords and get a
summarized list of top matches. From there, users can select an item to access its details
or go to an expanded view with all matches.

Q

AlOps Assistant

Chat with the GenAl-powered AlOps Assistant using natural language input to get
answers to questions about product support, general product information, and specific
information on systems in the user’s environment.

Q ¢« D g & 28

AlOps Assistant

Type a question to search through all available documentation and telemetry, or use a
Powers option to focus responses on a specific informational area. By default, the
Updates and Health Powers are available in the Powers section of the left-hand
navigation. Use the Health Power to ask questions like, “Which systems have the lowest
health score?” and the Updates Power to get information on deploying updates, like
“Which PowerStore systems have recommended updates?” Answers to questions can
include details about the systems Dell AIOps monitors in the user’s environment. The
AlOps Assistant can provide information on specific systems as well. Typing the @
symbol, then the first three letters of a system name, pops up a list of matching systems in
the environment. Users can select the preferred system from the list to include it in
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Dell AlOps overview

queries. Clicking the Explore Powers option opens the full list of powers, where additional

Powers can be selected to add them to the left-hand list.

The AlOps Assistant Update Power can make recommendations for system updates to
assist users in deciding when to apply updates. Note that as of October 2025, update
recommendations are available for PowerStore only. Update recommendations for other

AlOps Assistant

@ NEWCHAT a

Powers (e
L\ Alerts
&4 Anomaly Detection
@ Capacity Forecast
[l bocumentation
& Updates
% Explore Powers
Recent(10/10)
PowerStore Protection P... -+
Powerscale Failed Drive ... -+
PowerProtect DD Garba.. «+
Carbon Footprint - Top5 ..

Connectrix Switches wit.. «

PoweerEdge Memory Add... -+

Storage Systems with Hi.. «

PowerStore System Upg... -+

@ Help

< Back

Powers

Powers are customized agents in the Assistant that help you tackle repetitive tasks or get focused responses on specific topics,

L Alerts

Examine the specifics of system
alerts. Investigate root causes.
Understand potential impacts. Get

recommendations for resolutions.

' Data Protection

Ask about data security and
protection policies’ status. Analyze
compliance with your data

governance requirements.

Betafelease) Questions about your infrastructure are in Beta, Consider checking answers before implementing changes.

4 Anomaly Detection

Identify any deviations from your
systems’ normal operational
behavior. Diagnose underlying issues.

Prevent future occurrences.

) Documentation

Ask questions and instantly get
answers extracted from Dells product
documentation. Static documents
become an interactive

troubleshooting partner.

&l Capacity Forecast

Plan for future growth. Prevent
resource shortages. Identify systems
approaching their limits. Get data-

driven forecasts.

] Health

Gain a holistic view of your systems'
operational well-being. Ask about
specific health scores and
understand the factors affecting

system stability.

0/1000

o

® X

CLOSE

systems are on the Dell AlOps roadmap.
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The AlOps Assistant can display results in text, chart, graph, or table format. Refer to the
following example which shows a query requesting results in table format:

Show me a table with my top 5 network systems with the greatest port congestion.

* | was able to find results for your question using the Port Group table.

Port Group Name System System Type Speed Bandwidth ... Port Speed (MB) Bandwidth Left (MB)
Test1 123456789012 VMAX 98.1 8192.0 1920
Test 2 RRRARRRRARRY VMAX 1.7 4,096.0 4,046.0
Systemn_ABC 222222222222 VMAX 17 4,096.0 4,046.0
Test_Test 121212121212 VMAX 0.5 4,096.0 4,096.0
Acme_Labs 000000000000 VMAX 05 4096.0 4096.0

Q Tip: Click the NEW CHAT button to ask questions about a different topic. Using the same chat history to ask questions about multiple topics will confuse the AlOps Assistant
model and lead to incorrect answers.

el

Store up to 10 chats in the AlOps Assistant chat history. These chats can be renamed, or
deleted to make room for new chats. Share chats by downloading any individual chat in
PDF format or by emailing it to up to 10 recipients.

Check the What's New dismissible informational banner for details of new enhancements
for the AlOps Assistant.
Feedback and Dell Support

Selecting the comment icon allows the user to submit feedback to the Dell AlOps product
team or open the Dell Support website.

L ]
Q « 8 =2 @® A
Feedback

Dell Support
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Jobs

The Jobs icon opens a window showing recent jobs, their status, and a link to the Jobs
page.

Q & 0O 82 @ &

Recent Jobs (10)

'ﬂ' Device Action success (1 system )
G Device Action success (1 system )
'ﬂ' Device Action success (1 system )
G Device Action success (1 system )

Q Device Action success (1 system )

L

© Device Action running (1 system )
© Device Action running (1 system )
€ Device Action failed ( 1 system)
€ Device Action failed ( 1 system)

Update ( 1 system )

View Jobs

Help and What’s New in Dell AlOps

Dell AlOps is updated frequently to deliver helpful new content to users. Use the Dell
AlOps Simulator (https://aiops.dell.com/simulator) to view the latest features which may
not be documented in this paper.

View a list of new features by clicking the icon on the top menu bar.

Q ¢« O 2 @ &
Help with Home

Help

What's New.
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Home page

The “What’s New in Dell AIOps” window appears, showing recent changes and
enhancements. Clicking View All Enhancements displays a historical list of all Dell
AlOps updates. The most recent information is presented first, and users can scroll down
the list to see the monthly evolution of Dell AlOps since its introduction. To turn off this
display, slide the toggle button to Don’t show again until the next update.

If users have access to multiple sites, they change to a different site by clicking the
expand arrow next to the company name in the middle of the banner and selecting a
different company.

Home page

The Home page provides a consolidated view of the Dell environment. This page is the
highest-level summary of the environment providing users with a roll-up of the key factors
to understand the overall health and operation of the IT infrastructure. The tiles on the
home page can be reorganized to each user’s preference using the Edit Dashboard
button. Users can also select Reset to Default to revert to the default home page layout.

Dell AlOps Q ¢ 0= 8
¢} Home Connectivity to Dell AlOps: Contract Expiration Collectors a
f Montor . @6 294 o3 27 5 3
- - it ssues Usdsnes ausiable
Lost Gomnectin Comectes Expred thin s Monta
B Manage

% Optimize

Customize your Health Change Notification Settings. v
Reports pact range. Click ‘60 T0 SETTINGS' to fiter
‘notifications as needed. For \ple, setting the slider to "Poor i i i 1o Fair i i
@ missages for ot poorimpact and e mpect ncints.

—_—

& Admin . — —— e
mswiss | coToseTTinGs

EDIT DASHBOARD v
# System Health Al Devices 278) - @ Cybersecurity Risks 108 Systems
Potentiel Ransomware Incident. - Suspicious data encryptio...

Poor  Fair  Good @

High

GOTO CYBERSECURITY

Capacity -40

@ Entitlement Expiration

‘The storage pool Test_De_Poai1"is full and

o1 1 1
Epid WX Vitin%0des
GoToSYSTEAHEATH 07O ENTITLEMENTS AND SYSTEM LIGENSES
[ Capacity Approaching Full Al - = System Alerts Last 24 hours
08 imone 3 5 31 A e 0126 6 125
e e Warong
comomEms

This pool is at risk of running out

of space within S hours
8 Reclaimable Storage

—— I
p 70TB @Y
il Performance Impacts © epstems with performance impacts -
76118 (5%

“ & Latency (Last 24 howrs)

2 sox oo L v

GO TO RECLAIMABLE STORAGE

S : H‘ = Systems Needing Updates
- u.w.a.J L 035 92

Urgem _ Recommended

m Leensy Historic Seasonalty  ~  Anomaly Performance Impact

vpese g
Sysiem Code
e Systam o
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Home page

Three tiles appear along the top of the Home page:

Connectivity to Dell AlOps Contract Expiration Collectors e

Q6 294 03 27 5 3

with Issues Updates Available
Lost Connection Connected Expired Within a Month thissue at lat

Connectivity to Dell AlOps — Shows the connectivity status for all systems registered in
Dell AlOps and the Dell AlOps Collector. Systems are displayed in the following three
categories:

¢ Install Base Issues: Dell AlOps cannot display due to Install Base configuration
issues.

¢ Lost Connection: Systems that have lost connection and are no longer
sending data to Dell AlOps.

e Connected: Systems that are successfully sending data to Dell AlOps.

Selecting each category redirects the user to the Connectivity Page and displays a filtered
list of systems and collectors corresponding to that connectivity status.

Contract Expiration — Shows the number of systems with contracts that:
o Expired
o Expire within a month
o Expire within a quarter

The user can select the number to open a window with the list of systems meeting the
expiration criteria. Systems whose contracts have expired will be removed from other
standard Dell AlOps views.

Collectors — Displays the number of Dell AlOps Collectors that have:
e Issues that need to be resolved
e Available Updates

The user can select the number in each category to view a filtered list of collectors from
the Collectors view.

Below the top three tiles, other informational tiles display.
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System Health — Categorizes all monitored products into three ranges of health scores:

e Poor: 0-70
e Fair: 71-94
e Good: 95-100

e Unknown: List of systems whose health score cannot be calculated, potentially

indicating a connection issue.

bd System Health

Poor
100f 110

Account Management 60
MES012 | CIQAPUT | Storage System
60 l

Production PowerSwitch East 60
$5296-0N | BZRDX001 | Networking System

Security Office
PowerScale Cluster | ELMISLFAGEF789 | Storage

System

GO TO SYSTEM HEALTH

All Devices (276) -

Fair Good

Top Health Issue

-40

The storage pool Test_Dev_Pool1" is full and
oversubscribed.

Capacity

Selecting a range’s number along the top of the tile displays the system names and health
scores for that range, sorted from low to high. The chart is interactive, allowing the user to
select a system in the list to display its Top Health Issue in the right pane. This window
displays the most impactful issue affecting the health score. Selecting the system name
hyperlink directs the user to the Health Score tab of the systems details page. There is
also a menu that allows the user to filter this tile on the following product types:

e Storage Systems

o Networking Systems

e HCI Systems

e Data Protection Systems

e Servers
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Home page

Capacity Approaching Full — Leverages predictive analytics to identify the storage
pools, clusters, file systems, appliances, and subscriptions running out of space. The
chart is interactive, allowing the user to select each object to display a trend line and
forecasting chart of the used capacity. The estimated time range until each entity reaches
full capacity is shown as:

e Imminent (predicted to run out of space within 24 hrs.)
e Full

o  Within a week

e  Within a month

o Within a quarter

€ Capacity Approaching Full All -
© 8 Imminent 3 Full 5 withinaweek 37 Within a month 4 Within a quarter
Mame Date to Full &
Disaster Recovery_Pool2 Within 5 hours

UNITY 400 | FCNCH0972C32F2 | Pool . i . .
This poal is at risk of running

Account Management_Pool& Within 19 hours out of space within 5 hours .
MES012 | CIQAPUT | Pool

Camera Recording Data Pool  Within 6 hours
Security Office | ELMISLFAGEF783 | Poo

SPool2 Within 15 hours
PowerFlex software | S10LIC1122 | Pool v

A menu allows users to filter the tile based on object type: Appliances, File Systems,
Pools, Clusters, or Subscriptions.

The Imminent risk category is supported for Unity XT family, PowerFlex, PowerVault ME,
PowerMax/VMAX, PowerStore, PowerScale, and VxRail systems.

Selecting the object name hyperlink directs the user to the Capacity tab on the object
details page.

Performance Impacts — Supported for APEX Data Storage Services, PowerMax/VMAX,
PowerFlex, PowerScale, PowerStore, and Unity XT family systems, and VxRail. Utilizes
Dell AlOps analytics to identify when there are performance impacts on a system due to a
possible workload contention. It also identifies the existence of performance anomalies
where the current system workload is outside of expected boundaries based on historical
workloads. The chart is interactive, allowing the user to select an impacted system and
see the latency of that system over the last 24 hours in the right-hand pane. Both
performance impacts and performance anomalies are highlighted in the chart.

Clicking the system name hyperlink opens the Performance tab for the system details
page where the user can see more detailed performance information for the system.
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If no systems have performance impacts, then a green checkmark and “No system with
performance impact was found” displays in place of the graph.

6 systems with performance impacts

il Performance Impacts
System Name acts
ystem Ham MPECIS & ) atency (Last 24 hours)
Market Research 2 Sep 22
UNITY XT B80F | FCNCHO972C32F4 | Storage System 19ms
Disaster Recovery 1
Unity 500 | FCNCHO972C32F2 | Storage System 10ms
Security Office 2
PowerScale Cluster | ELMISLFAGEF789 | Storage Sms
System
Finance 1
PowerMax_2000 | 000197900049 | Storage System 0
v
H Latency Historic Seasonality = Anomaly Performance Impact

12:00

Optics Approaching Failure — Uses predictive analytics to provide a list of Connectrix
ports with impending optic failures. The measured and predicted Tx power is analyzed
and charted along with the working and failure zones. The estimated time to failure is

categorized in each of the following timeframes:

o Failed

e Within a week

e  Within a month
e Within a quarter

If all optics pass the checks, then the tile displays a green checkmark.

4 Optics Approaching Failure

1 Within a week

Q 3 Failed

Name Date to Fail

Port fe1/11 - Dev SAN Failed
Connectrix MDS-9132T | CONNECTRIX-JPG2128002T

SAN System

Port fc1/27 - Dev SAN Failed
Connectrix MDS-9132T | CONNECTRIX-JPG2128002T
SAN System

Port fc2/43 - Production West Failed

Connectrix MDS-9718& | CONNECTRIX-JPG194001DK
SAN System

Working Zone Failure Zone

— Current Tx Power

2 Within a month

Jul 25 Aug 25

400 yW
300 uW
200 uW
100 wW

0w

Min Tx Power Reg

5 Within a quarter

Sep 25
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Home page

System Alerts — Summarizes the alerts sent to Dell AlOps over the last 24 hours across
the Critical, Error, and Warning severity levels. Clicking a number opens a list of alerts in
the Alerts window filtered by the selected severity level. Clicking the GO TO ALERTS link
sends the user to a filtered list of alerts, across all severity levels, from the last 24 hours.

P System Alerts Last 24 hours

05/ < 49

Critical Error Warning

GO TO ALERTS

Cybersecurity Risks — Summarizes the active cybersecurity risks in the environment for
PowerMax, PowerStore, PowerProtect DD, and PowerEdge, and notifies the user of
ransomware incidents. The overall environment has an assigned risk level. A breakdown
of the number of systems for Misconfigurations, Security Advisories, and Ransomware
Incidents is provided, as well as total issues and issues identified in the last 24 hours.
Hovering over each total per risk type shows the number of systems per risk level. A
banner displays in the tile if a Ransomware Incident has occurred.

€ Cybersecurity Risks 108 Systems

Potential Ransomware Incident - Suspicious data enc..

101 Misconfigurations
19 Security Advisories
High 4 Ransomware Incidents

GO TO CYBERSECURITY
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Entitlement Expiration — This tile summarizes the licenses and entitlements that are
expired, will expire within 30 days, and will expire within 90 days. This content supports
PowerFlex systems, and PowerScale Virtual Edition systems. Clicking any of the
categories directs the user to the Entitlements and Licenses page and displays the
entitlements in the selected category.

i Entitlement Expiration

Q1 1 1

Expired Within 30 days Within 90 days

GO TO ENTITLEMENTS AND SYSTEM LICENSES

Reclaimable Storage — This tile summarizes PowerStore, PowerMax and VMAX, Unity
XT family, SC Series, and PowerVault ME systems that have reclaimable storage. Each
system with reclaimable storage shows the total amount of used, reclaimable (of used),
and free storage. Reclaimable storage includes block and file-based virtual machines that
have been shut down for at least the past week. Clicking the system name hyperlink
directs the user to the Capacity tab on the system details page.

& Reclaimable Storage [

System Reclaimable Capacity &

Production 23.0TB (34.35%)
Unity 650F | FCNCHOS72C32F1 | UNITY

7777777

Market Research 7.0TB (27%)
Unity XT 880F | FCNCHO972C32F4 | UNITY

| 777ZZ

Business Wused 25.9 TB (40.5%) TB (7.6%)
SCT7020F | ¢
m #%Reclaimable (cfused) 7.0TB(27%)
s
Free 38.1 TB (59.5%) v

GG TO RECLHII\"IHDI_E o 1 WUMAYC
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Home page

Systems Needing Updates — This tile identifies systems that have either Urgent or
Recommended system code, firmware, or management software updates available. It
shows the system and the type of update. Clicking the “GO TO UPDATES” link opens the
System Updates page. This page shows all available code, firmware, and software
updates across all systems and includes links to download the updates. Clicking the
system name hyperlink directs the user to the Inventory tab on the system details page.
Clicking the CODE SUPPORT MATRIX link opens a system version support matrix.

Bd Systems Needing Updates

System Mame

Disaster Recovery

Production West
SYSMGMT-ML-LABES-150
PowerEdge R750 | AF27HTH | Server

SYSMGMT-ML-LABS-150

PowerEdge R750 | AF27HTH | Server

GO TO UPDATES

Unity 400 | FCNCHOS72C32F2 | Storage Systen

N

@ 35 92
Urgent Recommended

System Code

Switch Firmware
Connectrix MDS-3718 | JPG194001DK | Metworking System

Update &

FRMW

v

CODE SUPPORT MATRIX [£

Service Requests — The Service Requests tile displays a summary of service requests
that are escalated, awaiting action, and active. Links allow users to go directly to the
system details page in Dell AlOps or review and update the service request on the Dell

support page.

4 Service Requests

Escalated Awaiting Action

System Name

Dell Mart - Mega Market Boston, MA
VxRail E560 | 23HBYK 20000000 | HCI SYSTEM
Data unavailable / Data loss

HR Data Center
Isilon Cluster | ELMISLFAGEF456 | Storage System

Upgrade request

Market Research
Unity XT 880F | FCNCHO972C32F4 | Storage System

GO TO SERVICE REQUESTS

Sen

4

Active

ce Request

11098076

11098073

11098071

Y

v
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Infrastructure -
Health

Monitor

The Infrastructure page is a consolidated multisystem view that can show Health,
Inventory, Capacity, and Performance views for each of the supported Dell platforms. The
Health page displays the Proactive Health Score for all systems across all products in a
consolidated view. There are up to five available product types to choose: Data
Protection, HCI, Networking, Servers, and Storage. Users can quickly identify the systems
at highest risk, including the number of issues in each category that make up the health
score.

Dell AlOps uses up to five categories to determine the Proactive Health Score presented
on the Infrastructure Health page: Components, Configuration, Capacity, Performance,
and Data Protection.

Notes:

e Connectrix devices only support Components and Performance.

e PowerEdge only supports Components.

e PowerSwitch only supports Components.

e Data Protection is unsupported for Dell Cloud Platform and VxRail.

Each system has a health score displayed in the circle (ranging from 100 to 0) which is
calculated as 100 minus the issue with the greatest impact. Each of the five categories
has either a green checkmark, a negative number, or a dash. The green check indicates
no issues are present for that category. A negative number represents the deduction for
the most impactful issue in the category. A dash indicates that the category is not
supported for that system type. This approach is intended to help users focus on the most
significant issue for the system, so that they can resolve the issue to improve the health
score.

Dell AlOps a ¢ 08 d 3

Infrastructure
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The Health Score range is as follows:
e Good =95-100 (Green)
e Fair =71-94 (Yellow)
e Poor =0-70 (Red)

The Health Score is displayed in the color that corresponds to the range. A blue dash
instead of a number indicates a system that has recently been added to Dell AlOps and
does not yet have a calculated health score. Gray coloring with a number indicates a
connectivity issue which leads to an uncertain health score. In this case, the user should
check the system connectivity.

Dell AlOps Q & 08 & &
Infrastructure
Agglcaions 125ysems =
] oduction PowerSwitch E.. © | Production SAN Extension  © Stretch sion  © @) Production PowerSwitch .. ©
< L@y S @i Eey o 0 @ O @ et
e eath Score. Issues Health Score aitn Seore eaith Scot Issues
e - p ) -
ervica Raquests £ pd L
60 70 70
B Mansge . hooh gEm PooR BEm Pook Bm BEm
@ - @ - w0 - -
& Optimizs y
7 @9 Production PowerSwitch g [m} Production m] Production PowerSwitch [} Production PowerSwitch ©
Adri 2 2 2
e @ :° @ e
) SRDF LINK Produc : ] Powerswitch Dev
L B e s Qo
- ea seore
O " @ o O °°
<

The Card view, shown in the previous image, is the default view for this page. Users can
choose the List view by selecting the List View Icon ( ‘= ) in the upper right of the
window. The List view is shown for Storage in the next image. This view may be more
useful for larger environments because it presents a more condensed view of the
information and offers the ability to sort columns. Users can view and edit custom tags
from either the Card view or the List view. Custom tags are covered in detail in the

Custom Tags section.

Users can also export the data from many of the views in Dell AlOps to a CSV file by
selecting the Export CSV icon in the upper right of the view. Exporting the data from any
of the multisystem views exports the data from the Health, Inventory, Capacity, and
Performance pages.

Users can filter the systems in both the Card View and List View by selecting the Filter
icon and entering in various criteria. The available criteria vary based on the view, but
examples include System Name, Product Type, Heath Score, Custom Tag, Site Name,
and Location. The filter settings stay in effect until the user clears the filter or logs out of
the UI.
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Each view provides the following information:

Score — Proactive Health Score for system
Name — User-defined name of system
Model — Specific model of system

Identifier — Unique serial number or identifier for the system

Selecting an individual system from either the card view or list view directs the user to the
system details page. These pages are discussed for each system type later in this paper.

Dell AlOps

Infrastructure

-40

40

-40
-30

-30 siaCenier M ) 43

o
(5]
Infrastructure - The Inventory page is a multisystem view showing the configuration information for all
Inventory systems in the environment. There can be up to five types of platforms from which to

choose: Data Protection, HCI, Networking, Servers, and Storage. The information
displayed on the Systems pages includes:

Version — Version of installed software

Last Contact Time — The last time that Dell AlOps received data from the
system

Location — Location where the system is installed
Site — Site ID with which the system is associated

Contract Expiration (Warranty Expiration for PowerEdge) — Expiration date for
the service contract. Contract expiration is not supported for PowerFlex,
PowerVault ME, SC Series, or PowerProtect DM.

For systems that support the identification of system updates, an indicator displays next to
the version information when a code update is available. If a newer version is
recommended, the icon displays. If a system is running a code version that does not
meet the minimum supported firmware version (if applicable), the %# icon displays. Hover
over the icon to view more details. Clicking the “Learn More” link from within the window
opens a dialog with summary information and links to the Release Notes and the software
download.
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The following shows an example of the Storage page.

Dell AlOps Q ¢ 085 @28
@ Home
o Infrastructure s systems win expied contracts
7 Monitor N
isctre
Apoltions aystems =B 0
o @ Test_Dev © 0 @ APEX-Block-Boston D o @ Account Management g = @ Security Office © &
carban Footprnt UNyVAIFONCHOS726327 APEXBlock Storage Senices | 5CC043 MESOI21CI0APUT PowerScale Custer | ELISLEAGEFT69
Pools Lostcomact e LastcontactTine Lot Comact e verson Lostcontset Time
s ©4.2.0.9433914  0ct5 2025857 P UTC) 0ct6,2025 402 PM (UTC) o 0ct6,2025 402 PM (UTC) v9.4.0 Oct6, 2025 402 PM (UTC)
Locatin . Locsbon ocaten
Senice Requssts
Hopkinion WA APE Fopbaon, WA ok X Shanohal
4>
[ - S -
B Manage
& i et 147000 Ocemmsct
#] Reports O o Disaster Recovery [ C @ HR_Remote D o o Manufacturing_Dev = @ sio-block-legacy-gateway-.. ©
Ty 400 FONCHOUTICS282 Pomrtan 2100 co0zse800647 Fomersiors 5000 | RVAZ0K03 PoweFio ace | LAVXRTESTG004
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The following example of the Networking page shows similar attributes to those displayed
in the Storage page.
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This image is an example of the HCI page and displays the inventory of VxRail systems.
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The following shows an example of the Servers page. In addition to All Servers, the menu
includes a further option to show only Chassis/Blade servers or only Standalone servers.
There is a top banner summarizing the total number of servers by Health Score, Power
State, and Contracts Expiring. This banner is provided for compute because of the
potential for a large number of servers in Dell AlOps.
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The next example shows the Data Protection tab with both PowerProtect DD systems and
PowerProtect Data Manager instances monitored by Dell AlOps.
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Infrastructure - The Infrastructure Capacity view displays the system level storage capacity for
Capacity traditional storage systems, VxRail hyperconverged systems, and PowerProtect DD
systems. For Connectrix and PowerSwitch, it displays port capacity.

The information for traditional storage systems includes:

o Physical Usable — Total disk capacity, which is the sum of Used and Free
space. For PowerMax 2500 and 8500 models, this represents the effective
usable capacity.

o Used — Disk capacity that is allocated to an object, such as a LUN, Volume, or
file system

e Free — Disk capacity provisioned to a storage pool but not yet allocated to an
object, such as a LUN, Volume, or file system

o Provisioned — Total capacity visible to hosts attached to this system

¢ Overall Efficiency — System-level storage efficiency ratio, based on the
following combined savings ratios:

= Thin — Ratio of thin provisioned objects on the system (Unity XT family,
PowerStore, SC Series, PowerMax and VMAX, PowerVault ME4)

= Snapshots — Ratio of snapshots on the system (Unity XT family, PowerStore,
SC Series, PowerMax and VMAX, PowerVault ME4)
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= Thin and Copy — Ratio of thin provisioned objects (XtremlO volumes including
shapshots)

= Thin and Snapshots —Storage efficiency ratio of thin provisioned objects
(Volumes, including Snapshots) on the system (PowerFlex).

= Data Reduction — Ratio of data that has data reduction applied, using
compression or deduplication. (Not supported for PowerVault ME4)

= Deduplication — Ratio gained by savings from deduplication
(PowerScale/lIsilon only)
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Note: For Unity XT family systems running version 4.3 and higher and SC Series running version
7.3 and higher, Data Reduction includes Compression or Deduplication.

For switches, the user can filter the view to show All ports, FC ports, or Ethernet ports. For
each selection, the displayed information includes:

e Total Ports — Total number of ports (All ports, FC ports, or Ethernet ports
depending on previous selection)

e Online — Number of ports in an online state
e Offline — Number of ports in an offline state

e Faulty — Number of ports with one or more faults
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For VxRail systems, Dell AlOps displays Usable and a breakdown of Used and Free
capacity.
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The Data Protection view summarizes the capacity for DD systems. Total storage is
broken down to Used and Available. Savings due to Reduction and Compression are also
provided for each system.
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Infrastructure - The Infrastructure Performance view displays system-level performance metrics across
Performance all systems.

The information displayed for storage systems includes:
o |OPS - Average /O requests per second over the last 24-hour period.

¢ Bandwidth — System bandwidth showing average host bytes per second over
the last 24-hour period.

¢ Utilization (Card View Only) — Average percent of time the Storage
Processors (Unity XT family) or Controllers (SC and XtremlQO) are busy over the
last 24-hour period.

e Latency — The average time required for a packet to travel from the host to the
object over the last 24-hour period. For PowerMax and VMAX, displays the
response time for read and write 1/0 requests for the system.

e Clients (Card View Only) — Number of clients connected to the PowerScale
cluster.
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Performance Trend graph — Chart showing IOPS over the past 24 hours with a data
point on every update (varies slightly per product type).
The System Performance information displayed for switches includes:

o System Bandwidth — Average bandwidth for the switch over the last 24-hour
period.'3

o Utilization >= 80% — Number of ports with utilization greater than or equal to
80%

e Congested — (Connectrix only) Number of ports with congestion
e Errors — Number of ports with errors

¢ Link Reset — (Connectrix only) Number of ports with link resets

Dell AIOps Q # 0 s d

Do

Infrastructure

T K

duction Power g Il @ Production SAN Extension € Cluster Extension
son Connechie 56

BZRDXOD EDDEXE-48 | EAF200MON

] @ SROF LINK

chrix DS 5510 | EAFI00MO00

f PowerSwitch Dev
o

N | BXWO2120

10.3G os

Note: The 24-hour bandwidth chart is displayed for Connectrix only.

13 PowerSwitch 0S10 v10.5.3.2 or later required
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VxRail systems display a 24-hour chart of CPU utilization and the 24-hour average for
CPU and Memory Utilization.
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PowerEdge servers show the following performance metrics:

CPU Usage — CPU usage based on time that is spent in an active state
compared to time spent in an inactive state.

Memory Usage — Server memory utilization, which is an average over the
previous 24 hours.

System Board 10
SYS Usage

Inlet Temp — Temperature reading in Celsius
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Virtualization

PowerProtect DD systems show the 24-hour averages for the following metrics:
e Pre-compressed Write throughput
e Pre-compressed Read throughput
e CPU Usage
e Incoming Pre-compressed Replication

e \Write Streams

Dell AlOps o« = & a
Infrastructure

PERFORMANCE » | DATAPROTECTION +
asysters.

@ vmbackup2e [ @) dd-lab-01 @ natesteripl
o o060 | APMOT 71219254

xxxxx
......
27K

The Virtualization view allows users to view VMware-related information in a hierarchical
navigation model similar to vCenter. It is supported for VxRail clusters and storage-based
VMs collected from the Dell AlOps Collector.

The left side of the screen shows the vCenter servers, the VMware datacenters, and the
VxRail clusters or ESXi clusters. The top of the page displays a banner with a summary of
clusters in each health category, a summary of alerts by severity, and a summary of VM
status. ESXi clusters show up with a health score of Unknown. The Alerts summary is
only applicable to VxRail Clusters. The summary is based on the selected object in the left
tree. For example, if the All vCenter Servers row is selected, the banner shows all the
clusters, alerts, and VMs in the environment. If an individual vCenter is selected, the
banner summarizes only those clusters, alerts, and VMs in that vCenter.

The right side of the page has three tabs: Summary, Alerts, and VMs. The Summary tab

provides the health score (VxRail and PowerEdge), CPU, Memory, Capacity, number of

VMs on each cluster, current version, location (VxRail), and a link to launch vCenter. The
Details icon opens a window with more details for the cluster and health issue details for

VxRail clusters.

Dell AlOps: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment



Monitor

il Dell AlOps
Virtualization
F1 Monit
e E =
‘ Allvcanterservers
Healtn | 36 Alerts |13
. 2 LE} o8 -5 s
v - Gea e cteal o
B summary  ~ gjens v
T o8Reowces
Dok Hem f Reseure Type P Mamery 3)
- r— - a0
Jbersscurt 3] 7 u 3 Cluster
& ) .00 00
3] 0 son o
pustn
- 5] c ™
o eoron e @
B venackprrTizz I 8 @ : 0%
Runund Rock Detacenier
e @
& o s 200
s ®
& o s 25
8 @ e vstciee 0
E @ MEXCuE VM-t o .
=} ° D Cluster Vhware - Ho. 2500 350
< -

a#0oda
" v
s 0 o o
waraing Suepanod penaed o pemarsd on
o
e I —
et I
90.0% 2 Delivart D380 2345 Boston, MA
26.0% 1 Dell: 650 o ot avallable
Prontenca i
W v 070240 E—
o ) JTS—
250% 3 Dell vCants a Location not avallable

The Alert tab lists the associated alert information including the description and
timestamp. The Details icon opens the alert details window which includes the

recommended action.
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The VMs tab lists the virtual machines with their state, CPU and Memory metrics,
associated cluster, cluster type, vCenter, and ESXi server. The Details icon opens the VM
details window which shows more specific capacity, CPU, and Memory metrics. For
storage-based VMs, the storage path is provided showing datastore, type, storage object,

and storage system.
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Carbon Footprint The Carbon Footprint page provides summary, system, and workload level metrics for
carbon emissions and energy usage. Sustainability has become a key topic in data center
infrastructure considerations as companies strive to reach new environmental goals. The
Dell AlOps carbon emissions feature gives users insights to make the best sustainability
decisions for workload consolidation, IT footprint reduction, and energy-efficient
technology refresh.

Supported products include PowerEdge, PowerMax 2500 and 8500, PowerScale,
PowerStore, PowerSwitch, VxRail, Connectrix, and Unity XT. The top banner provides
totals of carbon emissions and energy usage for all systems. Carbon emissions
calculations are based on location-specific emission factors provided by the International
Energy Agency (IEA) and industry average Power Utilization Effectiveness (PUE) values.
Users with the Admin role can override these default values by clicking the Settings
button.

Global Numbers for Your Organization (1)

Carbon Emissions Energy Trend N
1.5t 1 2232 1.1 MWh & s0% e 2.0% (567 KWH)
2025 (year to date) September 2025 2025 (year to date)

The Total Carbon Emissions chart provides a one-year trend of total carbon emissions
based on monthly values. The chart can be displayed as a bar chart or a line chart.

Total Carbon Emissions (kg) CO2e @~
Location: All ~ Product: All ~

Nov2024  Dec2024  Jan2025  Feb2025 Mar2025  Apr2025  May2025  Jun2025  Jul2025  Aug2025  Sep2025

50kg
. I I I I I

B Carbon Emissions
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At the bottom of the page is a table listing each system, location, YTD energy usage,
energy forecast, YTD carbon emissions usage, carbon emissions forecast, and daily
power consumption. The system Used Capacity percentage indicates which systems
have available capacity for additional workloads. The filter lets users display systems
based on product type, custom tags, site, and location.

¥ g @ o
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Clicking the details icon for a system displays seven-day charts for energy consumption
and carbon emissions. The actual value is shown along with the historic seasonality (the
expected range) that highlights any anomalies or changes in patterns.

Cloud data center
(@ LastSevenDays () Forepast

Energy Consumption (kWh)

Sen1 2o 200 sep 21 1200 ep 22 200 5023 1200 Seo24 T2 - 1210
a3
[ Erergy Consumption istorical Seasonality 100 % | @
C02e (kg)
o 1 o 0 1 s 1 = = o
0.5

W coze Historical Seasonal ity 100 % | @
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Selecting the Forecast option shows trend and forecast data for each of these charts.

Cloud data center
Energy Consumption (kWh) 30 day forecast based on 90 days of data
[l Energy Consumption -~ Forecast Confidence Range ™| @
CO02e (kg) 30 day forecast based on 90 days of data
Wco2e - Forecast Confidence Range 0% @
Pools The Pools page provides an aggregated listing of storage pools including PowerMax

storage resource pools. The Issues column displays the number of health issues
associated with any pool or storage object in that pool or a green checkmark for items
with no associated issues. Issues can be calculated for Unity XT family, SC Series,
PowerScale/lsilon, PowerVault, and PowerFlex. The pool name and system name are
hyperlinks to the details for the item.

The Pools listing represents the raw storage on the system that is available to be
provisioned as either block storage or file storage. This listing provides the Total Size
(TB), Used and Subscription percentages, and Free (TB) storage within the pool that has
not been provisioned for storage objects. The Time to Full range is also shown. Time to
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Full is based on the storage consumption measurements. The longer the pool is
configured, the more accurate the prediction of Time to Full. This Time to Full
measurement identifies pools that are at greatest risk of running out of storage space, and
that require attention.

Pool details — Properties

The information in the Properties tab for a pool varies depending on the array type. It
provides various pool attributes and any health issues associated with the pool.
Expanding the issue will provide a suggested resolution. Where supported, there is a
hyperlink in the upper right of the window to launch the associated element manager. The
bottom of the Pool details page has different tabs of information depending on array type.

The following series of screenshots show the information for each array type.

Unity XT family and SC Series:
e Storage

e Virtual Machines

e Drives
Disaster Recovery > Disaster Recovery_Pool2 LAUNCH UNISPHERE [
B Properties &8 Capacity [ Performance
FAST Cache - ) )
Total Issues 1 = Capacity 1issue
FAST VP Scheduler on
, 9hours ago The storage pool DisasterRecovery_Pool2' is
Components v -
Type Traditional P 30 ersubscribed and predicted to run out of space within 5 hours.
Configuration
Capacity
Performance
Data Protection
Storage Virtual Machines drives Applications
4 storage objects fu
Issues Name Type Size (GB) Used (GB) Allocated (GB) Thin Data Reduction Consistency Group Host 1/0 Limit NAS Server Time to Full
1 DR_Pool2_FS1 File System 6000 1320 1650 Yes 1.1:1 (5% or 256.0 MB) - - NAS_Server_3 ° Imminent
1 DR_Pool2_Fs§2 File System 6000 1320 1650 Yes 111 (5% or256.0MB)  — - NAS Server 3 Within a week
v DR_Pool2_LUN1 LUN 4000 - 1100 Yes 1.1:1 (5% or 256.0 MB) ProdApp2CG 10K I0PS - -
v DR_PoI2_LUN2  LUN 4000 1100 Yes 1011 (5% 0r256.0MB)  ProdAppacG 10K 10PS - -
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PowerVault:
e Storage

e Drives

& Research and Development > Research and Development_PoolB LAUNCH POWERVAULT Ul

B Properties

& Capacity [l Performance

Type Virtual .
Total Issues 1 Configuration 1issue

Components v 2daysago Pool B Avirtual disk group is missing one or more disks.
£ Configuration 1
Capacity v

Performance -

Data Protection v
Storage Drives
4 storage objects [l
Name Type size (GB) Allocated (GB)
Research_Volume3 Standard 15000 760.0
Research_Volume4. Standard 27500 12307
Research_Volume? Base 25000 20980
Research_Volumes Base 10000 1232

PowerScale and Isilon:

e Nodes

Finance Data Center > Main Pool TAGS
B Properties
Tier -
Total Issues 0 Total
Node Count 8
Protection Scheme +2d1n Companents 7
13 Gache Disabled Configuration v All health checks were successful.
Capacity v
Data Protection v
Nodes
8nodes M
Issues Name Type  Model Size (GB) Used (6B) Serial Number
v Node 1 Node H500 18.6 07 SV200-004EIH-0ZL8 =
v Node 2 Node H500 18.6 07 $V200-004EIH-0ZL8
v Node 3 Node H500 18.6 07 $V200-004EIH-0ZL8
v Node 4 Node H500 18.6 07 $V200-004EIH-0ZL8
v Node 5 Node H500 18.6 07 S$V200-004EIH-0ZL8
v Node 6 Node H500 18.6 07 S$V200-004EIH-0ZL8
v Node 7 Node H500 18.6 07 S$V200-004EIH-0ZL8
v
. Nndns e ugn tox . .
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8 Finance > Finance_SRP1 TAGS

LAUNCH UNISPHERE &

g Inventory £ Capacity [ Performance
Compression Enabled Reserved Capacity 12 Description Storage Resource Pool for Fin...
e Protection Domain
e Devices
e Volumes
B Finance bc > SPool2 TAGS LAUNCH POWERFLEX [4
E Properties & Capacity [l Performance
Protection Domain PD2
Total Issues
Layout MediumGranularity
X Components
Inflight Checksum Disabled
Persistent Checksum Enabled Configuration All health checks were successful.
Background Device Scanner  Enabled Capacity
Fix Local Device Errors Enabled \/
Performance
Fix Comparison Errors Enabled
Data Protection
Zero Padding Policy Enabled
PROTECTION DOMAIN DEVICES VOLUMES
1 Protection Domain ]
Name Capacity (T8) Used Capacity (T8) Free Capacity (TB)  Protection Domain State
PD2 261 3.0 141 @ Active
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Pool details — Capacity

The Capacity tab for a pool varies based on array type.

Unity XT family, PowerFlex, PowerScale, Isilon, PowerVault
The graph along the top displays the historical pool capacity data and the Predicted Date
to Full date (Unity XT family, PowerVault, PowerScale/lsilon, and PowerFlex). The graph
shows Free, Used, Total, Forecast Used, Confidence Range, and Subscribed. The

Confidence Range represents the confidence level in predicting the date to full; the wider
the range, the lower the confidence level.

When an imminent full condition exists, the graph also shows the Previous Forecast and
Previous Confidence Range. It also shows the top storage objects predicted to contribute
to capacity consumption over the next 24 hours as shown below. If the pool is in a
Learning, Full, or Unpredictable state, only the historical trend graph is displayed.

Disaster Recovery > Disaster Recovery_Pool2

E Properties € Capacity [ Performance

Capacity Forecast

Remaining Capacity 6.3TB  From Yesterday

v

Predicted Date to Full: @) Full within 5 hours

To

Tomorrow

~ @ Actual Growth per Month (0 B) 0.0 % of Total

24.Sep
Contributors ta Capacity Consumption 278
Next 24 hours

08:00

1600

25.5ep 08:00 16:00 26.Sep 08:00

LAUNCH UNISPHERE [

16:00 27.Sep

4 storage objects 18278

Name
13678
DR_Pool2_FS1

DR_Pool2_F§2 oite

DR_Pool2_LUN1

4578
DR_Pool2_LUN2

Total Capacity 13.7 TB

M Physical Used 7.5T8 Free 6.2 TB % Reclaimable 0 B

Storage Tiers Reclaimable Storage

Free

™ used

Total

| Subscription 18.2 TB

- Previous Forecast Previous Confidence Range

Storage Usage

[ File systems

I Luns

VMware

[ snepshots

— Subscribed

WKITB

i

337TB

2278

5578
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The beginning of the chart is based on the selection in the “From:” field. By default, the
setting is set to “3 months ago.” For pools at imminent risk, the “From:” field is set to
yesterday. The following times are available from the pull-down:

Yesterday

1 week ago

1 month ago

3 months ago (default)
6 months ago

1 year ago

2 years ago

Custom

The end of the chart is based on the selection in the “To:” field. By default, the setting is
set to “Predicted Full.” The following times are available in the pull-down:

Today (Only historical data is shown)
Tomorrow

1 week from today

1 month from today

3 months from today

6 months from today

Predicted Full (default)

Custom

The Subscribed checkbox enables the user to view or hide the pool subscription data on
the graph.

The Confidence Range checkbox enables the user to view or hide the upper and lower
confidence range forecasts.

The bottom of the Pools Capacity tab provides details for the pool capacity, showing
Used, Free, Reclaimable, and Subscribed. The Storage Usage ring shows how the used
storage is configured.
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SC Series

For SC Series, the historical trend of Total, Used, Free, and Subscribed storage is
provided along with a Predicted Date to Full. However, the chart does not display
forecasting data.

Business Analytics > Business Analytics_Pool1 LAUNCH UNISPHERE (4
B Properties &€ Capacity [ Performance
Total Capacity 85.2 TB Storage Usage
w/A
M Physical Used 21.9TB Free 63.3TB % Reclaimable 7.6 TB | Subscription 558 TB
22w
Used
Storage Tiers Reclaimable Storage
1 storage tier
Tier Total Size (TB) Used Size (TB) Free Size (TB)
[l snapshots 9878
Tier 1 852 219 603 I voures 12178
Predicted Dateto Full:  —
Historical Trend
Value LastReceved  prom: 3 months ago - To: Today _—
Total 129778
= used (90.5%) 117.3 T8 s0.0n 7.l 1aal 210 28 4l 1l.Aug  T8.Aug  25.Aug  T.Sep G.Sep 155  22Sep
181.9TB
Free (9.5%)123T8
(93.4%) 1211 T8
%0978
0B
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PowerMax 2000, 8000, and VMAX3

For PowerMax 2000, 8000, and VMAXS3 arrays, the Capacity tab displays a capacity
forecast chart for storage resource pools. The bottom half of the page shows Used and
Free storage in bar charts for Subscribed, Snapshot, and Usable space. It also displays
the Overall Efficiency ratio. This ratio is calculated as the sum of all TDEVs plus snapshot
sizes (based on 128 K track size) divided by the physical used storage (based on the
compressed track size). Data Reduction ratio and enabled percentage, Virtual
Provisioning savings, and Snapshot savings are also displayed.

8 Finance > Finance_SRP1 TAGS LAUNCH UNISPHERE (3

E Inventory & Capacity [ Performance

Capacity Forecast Predicted Date to Full: Oct 22, 2025
From 3 months ago - @ To Predicted Full - Actual Growth per Month  (24.4 TB) 27.2 % of Total
Jun 30 Jul7 Jul 14 Jul21 Jul 28 Aug 4 Aug 11 Aug 18 Aug 25 Sep 1 Sep8 Sep15 Sep22 Sep29 Oct6 Oct13 0ct 20
1364TB
113778
90.9TB
682TB
455TB
27718
0B
Free 7 Used Total - Forecast Used Confidence Range — Subscribed
Provisioned 98956.05 Efficiency
Overall Efficiency 10.1:1
overall Ratio 4:6:1
M Used 98956.05 Free 0.0 TB Ratio on Reducible Data 0.0:1
Physical 90.0 TB Enabled Percent 3%
Virtual Provisioning Savings 1.2:2

W Used 79.1 TB Free 10.9TB
Snapshot 2.4 TB

W Used1.2TB Free1.2TB
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PowerMax 2500 and 8500

For PowerMax 2500 and 8500 systems, the effective capacity is reported as it provides a
more realistic measure of available space considering all data reduction components.

8 HR Remote > HR_Remote_SRP1(FBA) TAGS LAUNCH UNISPHERE [3

8 Capacity

B Inventory [l Performance

Capacity Forecast Predicted Date to Full: Oct 22, 2025
From 3 months ago - = To Today ~ & Actual Growth per Month (0 B) 0.0 % of Total
Jun 30 Jul7 Jul 14 Jul 21 Jul 28 Augd Aug 11 Aug 18 Aug25 Sep1 SepB Sep15 Sep22 Sep29 0ct6 oct 13 0Oct20
273TB
22778
18278
13678
a1Te
45TB
0B
Free ™ Used Total

Provisioned 26.8 TB
25.7 T

You saved 552.9 GB

Provisioned Usable Capacity 44.0%
Effective 61.5TB

W Used55T8 Free 559 TB
Effective Usable Capacity 9.0%

Snapshot 169.1 TB

M Used0TB Free 169.1 TB
Snapshot Usable Capacity 0.0%

EFFECTIVE PHYSICAL
5578 5071
Unreducible Data 0B
Reducible Data 573.4GB
Reducible Data Percent 10.0%

Pool details — Performance

The Performance tab for pools is available for Unity XT family, SC Series,
PowerMax/VMAX, PowerFlex, and PowerVault systems. The information under the
Performance tab differs slightly for each supported array type.
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Unity XT

For Unity XT pools, the top of the page displays 24-hour trend lines and a 24-hour
average for Latency, IOPS, and Bandwidth for both block objects and file systems. Dell
AlOps presents the top five objects associated to the pool. The user can scroll to see
additional objects.

Market Research > Market Research_Pool1 LAUNCH UNISPHERE [3

[l Performance

E Properties S Capacity
Viewing data from the last 24 hours
[@ CREATE REPORT

Object Activity

Latency 10PS Bandwidth

Object 24 Hour Trend Average Object 24 Hour Trend Average  Object 24 Hour Trend Average
MR_Pocl1_FS1 13ms MR_Poal1_LUN1 20310PS  MR_Pool1_LUN1 19.4 MBps
MR_Paol1_LUN 285.4ms MR_Pool1_LUN2 202810PS  MR_Pooll_LUN2. 7.8 KBps
MR_Pool1_LUNZ 205.4ms MR_Pool1_SAN_Datasto... 122510PS  MR_Pooll_SAN_Datasto. 52.4 KBps
MR_Pool1_SAN_Datast.. 165.4ms MR_Pool1_SAN_Datasto... 100.510PS  MR_Pooll_SAN_Datasto.. 51.4 KBps
MR_Pool1_SAN_Datast. 155.4ms MR_Pool2_FS1 9410PS  MR_Pool2_FS1 12.7 KBps

H: >

Scrolling down this view provides the user with detailed performance graphs for Latency,
IOPS, Bandwidth, and Backend IOPS (one chart per tier). Dell AlOps identifies and
highlights not only performance anomalies on the Latency chart, but also performance
impacts. Performance anomalies are highlighted in dark blue while performance impacts
are highlighted in pink. Users can toggle on and off different overlaid information to focus
on specific metrics by using the options to the left of the chart.

Latency
Gliek on a point, or crag a region on the graph, to generate a st o the top 5 most active and best malching storage objects over that time Porformance lmpact Sep 25, 2025 00:55 . —
period. Selecting a time period greater than 8 hours can result in a longer than usual wait time to display results. _—
Metric L 18:00 21:00 25 Sep 03:00 06:00 09:00 1200 1500
25ms
Latency

Historical Seasonality
Anomaly 7ams
Configuration Changes

Performance Impacts

Performance Impacts 2 (1 with anomaly) = Anomaly ‘T HIGH

When the user selects a time range or anomaly in the chart, the Most Active and Best
Match tabs display to the left of the chart. Dell AlOps identifies up to five objects that have
the highest correlation to the selected period on the Best Match tab. Best Match is
available on the IOPS, and Bandwidth performance charts. On the Most Active tab, the
five block storage or file objects with the highest average latency per I/O for that time
range for the Latency chart. For the Bandwidth or IOPS charts, the Most Active tab
displays the metric information for the top five block or storage objects with the highest
time averaged IOPS or bandwidth for the selection.
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Latency

Click on a point, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time
period. Selecting a time period greater than 8 hours can result in a longer than usual wait time to display results.

x 1800 21:00 25.52p 0300
[ Object Activity 125ms
23:00 Sep 24, 2025 - 01:45 Sep 25,2025
Most Active Best Match 10ms
Market Research... 22ms
75ms
Object Name Average
sms
MR_Pooll_FS1 13ms
MR_Pool1_LUN1 2854ms 25ms
MR_Pooll_LUNZ 205.4ms B
MR_Pool1_SAN_ 1654 ms
MR_Pool1_SAN_.. 155.4ms Performance Impacts 2 (1with anomaly) - Anomaly ‘I HIGH

Performance Impact  Sep 25, 2025 00:55 - DETALLS

06:00 00:00 12:00 15:00

When there are performance impacts detected by Dell AlOps, the user can view details of
them by selecting the Details button in the upper right of the chart. If there are multiple
performance impacts displayed on the chart, the user can select which impact to
investigate by selecting the drop-down menu next to the date.

Performance Impact Sep 25, 2025 00:55 -

06:00 Sep 25, 2025 00:55

Sep 25, 2025 05:30

DETAILS

1500

The following shows the results of the details of a performance impact. The right side of
the chart shows the time of the selected performance impact and identifies the most likely
causes (competing workloads) for the impact and if there is any resource contention for

SPs, Cache, Disk, or Ports.

Latency

Click on a point, or drag a region on the graph, to generate a list of the fop 5 most active and best matching storage objects over that time
period. Selecting a time period greater than 8 Nours can result in a longer than usual wart time to display resuits.

X 16:00 20:00 25 Sep 0400 0800
[ Object Activity 12.5ms
D555 Sep 25,2025 - 07:10 Sep 25, 2025
Most Active Best Match 10ms
Market Research 48ms
7.5ms
Object Name Average
sms
MR_Pool1_FS1 13ms
MR_Pool1_LUN1 2854 ms 25ms
MR_Pool1_LUNZ 205.4ms .
MR_Pool1_SAN_ . 1654 ms =
MR_Pool1_SAN_ . 1554 ms Performance Impacts 2 (1withanomaly) - Anomaly * HIGH

Performance Impact  Sep 25, 2025 06:00 - DETAILS

1z00 Performance Impacts x
0500 0600 0700 0BOO

127ms
;% 6ams L
113 ps
v Contention: Top 2 of 2 resources

Port | Market Research SP B Ethernet Port 1

o

Port | Market Research SP B Ethernet Port 1

Erars

116.6 KBps

v

24 Keps

Banduwidth
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Similar to the Unity XT family, the top half of the Performance tab for SC Series pools
displays 24-hour trend lines and a 24-hour average for Latency, IOPS, and Bandwidth.

Business Analytics > Business Analytics_Pool1

[l Performance

E Properties g8 Capacity
Viewing data from the last 24 hours
[8 CREATE REPORT

Object Activity

Volume Latency I0PS Bandwidth

Object 24 Hour Trend Average Object 24 Hour Trend Average  Object 24 Hour Trend Average
BA_Volume1 166 ms BA_Volume1 12kI0PS  BA Volumel 153 4 MBps
BA_Volume2 156ms BA_Volume2 12¢I0PS  BA_Volume2 143.9 MBps
BA_Volume3 146ms BA_Volume3 836.310PS  BA Volume3 1343 MBps
BA_Volumed 136ms BA_Volumed 836.310PS  BA_Volumed 124.8 MBps
BA_VolumeS 126 ms BA_Volume5 836.310PS  BA VolumeS 115.3 MBps

<2 3

>

<H 2

LAUNCH UNISPHERE [

3 >

Scrolling down accesses 24-hour performance graphs for IOPS, Bandwidth, and Volume
Latency. Dell AlOps identifies and highlights performance anomalies on each
performance chart for SC Series pools. Highlighting an area in any of these graphs

10PS

Click an 2 poin, or drag a region on the graph, to generate a list of the top § most active storage objects over that ime period. Selecting a ime period greater than & hours can reault in 2 longer than uaual wait time to.

display resukts.

X 1800 2100 25 Sep 0800 300 1200
[ Object Activity 300103
10:05 Sep 25, 2005 - 12:05 Sep 25, 2025
250105
Business Analytic 395 10PS
200103
Object Name Aversgs
150105
B Volume! 1.2k I0PS
BA_Volume2 1.2k 10PS Tmiers
BA_Volumed 836.3 10PS oS
BA_Volumed 8363 10PS 010PS
BA_Volumes 8363 108 Average 39.410PS Maximum 57.610PS Minimum 27.910PS  Anomaly ~/ NONE

Bandwidth

Click an 2 poin, or drag a region on the graph, to generate a list of the top § most active storage objects over that ime period. Selecting a ime period greater than & hours can reault in 2 longer than uaual wait time to.

display resuhs.

X 1800 2100 25.5ep 0600 0300 1200
[ Object 476.8 MBps
16:20 Sep 24, 2025 - 17:20 Sep 24, 2025

381.5MEps

Business Analytic..  31.6 MBps
Object Name Average 286.1 MBps

Ba_Volume1 153.4 MBps
190.7 MEps

B4 _Volume2 143.9 MBps
95.4MBps

Ba_volume3 134.3 MBps
Ba_Volumed 124.8 MBps 08ps

Ba_volumas 115.3 MBps Average 2.9 MEps Maximum 393.3 MEps Minimum 709.9 KBps + Anomaly /N HIGH

Volume Latency

Click an a paint. or drag a region on the graph. to generate a list of the tap 5 most active storage objects over that time periad. Selecting a ime periad greater than & haurs can reault in a longer than usual wait time to
display resuhs.

X 1800 2100 25.5ep 0300 0600 0300 1200 1500
O Object 25ms
01:10 Sep 25 2025 - 0300 Sep 25 2025
20ms
Business Anlytic.. 3484 ps
Object Name average 15ms
Ba_volume1 166ms
0ms
Ba_Volumez 156ms
5ms
Ba_volume3 1a6ms
Ba_Volumed 136ms 0
Ba_volumes 126ms Average 3582 us Maximum 6514 us Minimum 266 us = Anomaly ~/ NONE
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identifies the top volumes contributing to that metric during the highlighted period. When
no range is selected, the options allow the user to toggle on and off different metrics in the
charts.

PowerFlex

The PowerFlex Performance tab includes selectable 24-hour charts for IOPS and
Bandwidth.

@ Finance DC > SPool2 TAGS LAUNCH POWERFLEX [

E Properties £ Capacity [l Performance

Viewing data from the last 24 hours B} CREATEREPORT

10PS

Click on a point, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can resuft in a longer than usual wait
time to display results.

Metric 17:00 Sep 24 2300 0200 0500 0800 11:00 1400
vete 200k 10PS
10PS
oo
Historical Seasonality 150k10PS
Anomaly
100k10PS
Configuration Changes
50k10PS
0i0Ps
Average 160k IOPS Maximum 160k IOPS Minimum 160k I0PS -+ Anomaly /I HIGH

Bandwidth

Click on a point, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage abjects over that time period. Selecting a time period greater than 8 hours can result in a longer than usual wait
time to display resuits.

Metric 17:00 Sep24 2300 0200 0500 08:00 11:00 1400
U 2441 KBps
Bandwidth
1953 KBps LL
Historical Seasonality
Anomaly 1465 KBps
Configuration Changes 977 KBos
488 KBps
0Bps
Average 200 KEps Maximum 200 KBps Minimum 200 KBps = Anomaly  HIGH
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PowerMax

The Performance tab for PowerMax Storage Resource Pools provides 24-hour charts for
Latency, IOPS, Bandwidth, %Read, 10 Size, and Queue Length. Dell AlOps highlights
performance anomalies for each chart in the SRP Performance tab. The pool
performance charts for PowerMax are not selectable.

8 Finance > Finance_SRP1 TAGS LAUNCH UNISPHERE %
E Inventory 8 Capacity il Performance
Viewing data from the last 24 hours [& CREATE REPORT
Latency
T e 18:00 sep2a 2200 00.00 o200 04:00 06:00 08:00 10:00 12:00 14:00 1600
Latency
5ms
Historical Seasonality
5ms
I S A
Average 193.1 ps Maximum 986.2 ps Minimum 0 -+ Anomaly .~ NONE
10PS
Metric < ops 18:00 Sep24 22:00 00:00 02:00 04:00 06:00 08:00 10:00 1200 14:00 16:00
IoPS 410P3
Historical Seasonality 310PS
Anomaly zloes
110PS
010PS
Average <1I0PS Maximum 2 [OPS Minimum 0 IOPS <= Anomaly T HIGH
Bandwidth
Metric ok 18:00 Sep24 2200 00:00 0200 04:00 06:00 08:00 10:00 1200 14:00 16:00
ps
Bandwidth
33 KBps
Historical Seasonality
KBps
0Bps
Average 85.6 Bps Maximum 3.7 KBps Minimum 0 Bps + Anomaly .~ NONE
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PowerVault

The Performance tab for PowerVault pools also displays top object activity on the top half
of the page and 24-hour charts at the bottom of the page. Metrics displayed include IOPS
and Bandwidth. Selecting an area in the IOPS and Bandwidth charts displays the top
volumes contributing to that metric during that time period under the Most Active tab. The
Best Match tab shows up to five objects with the highest correlation to the selected period.

& Research and Development » Research and Development_PoolB R—
B Properties [ Capacity Performance

Viewing data from the last 24 hours

[@ CREATEREPORT

Object Activity

I0PS Bandwidth

Object 24 Hour Trend Average Object 24 Hour Trend Average
Research_Volumes 145410PS Research_Volumed 5.7 MBps.
Research_Volumed 130.410PS Research Volumed 2.2 MBps
Research_Volume3 129.510PS Research_Volume3 1.6 MBps
Research_Volume? <110PS Research Volume? <1 8ps
10PS

Click on a point. or drag a region on the graph. to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than & hours can resuk in a longer than usual wait

time to display results.

» 18:00 21:00 25 8ep 0ano 18:00 020 12:00 15:00
Metric P
10PS
001075
Historical Seasonality
Anomaly fonroms
Configuration Changes 4D0OPE
2001008
a1ops
Average 3E7.910PS Maximum 769.1 10PS Minimum 34.910PS = Anomaly ‘T HIGH ~J- LOwW
Bandwidth

Click on a point. or drag a region on the graph. to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than & hours can resuk in a longer than usual wait

time to display results.

) 1800 21:00 25 5ep 0200 ae.00 0e10 1200 1500
SnE 76.3MBps
Bandwidth
Historical Seasonality s
Anomaly
381 MBps
Configuration Changes
121 Mags
T v
Average 3.3 MBps Maximum 3.3 MBps Minimum 228.3 KBps = Anomaly ‘" HIGH |- LOW

Note: The Performance tab for Pools is not yet supported for PowerScale/lsilon.
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Service
Requests

Alerts

Monitor

The Health Issues page displays a comprehensive view of all current health issues across
the environment grouped by system. Issues can be grouped by system or not grouped.
When Group by System is selected, expanding the system shows all health issues on the
system. The Details icon opens a details window that includes the recommended
remediation.

The user can click the Filter icon to show a subset of systems based on the system name,
product type, site, and location. When the user starts typing the name of the system, a
prepopulated list of system names is displayed that contains the entered text.

The Service Requests page lists all service requests open against systems monitored by
Dell AlOps. The table identifies escalated service requests, service request number,
status, creation date, and affected system. Clicking the hyperlink in the Request # column
directs the user to the service request on the Dell support page.

iy, Dell AlOps Qe o5 e

Service Requests T

23HBYK20000000

i
S BE @ &6 EREBE B

The Alerts page displays all alerts associated with the monitored systems. The Filter icon
allows the user to filter alerts based on the following criteria:

o Date — Date range
e System — System Name or ID
e Product — Product type
= Dell Cloud Platform
= PowerEdge
=  PowerFlex
= PowerMax and VMAX
= PowerProtect Data Manager
= PowerProtect DD
= PowerScale
= PowerStore
=  PowerSwitch
= SC Series
= Unity XT family
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= VxRail
= XtremlO

e Severity

= Critical — Event that has significant impact on the system and needs to be
remedied immediately

= Error — Event that has a minor impact on the system and needs to be
remedied

=  Warning — Event that administrators should be aware of but has no significant
impact on the system

= Information — Event that does not impact the system functions

e Acknowledged

= Acknowledged — Event that has been reviewed and acknowledged on the
system

= Unacknowledged — Event that has not been acknowledged on the system

Selecting the Details icon opens a window on the right side of the page with additional
alert information.

dllw Dell AlOps Q ¢ 0 g d &
Home
]
Alerts
¥ 389 lens Ocntcainan) @ emerte) A warning139) B informetond110)
X Detsils  Severly  Ack System Model et bateans  ELMSIODEVTST002
Data (UTG) A P —
E -] Manufacturin... PowerStore 1.. ‘Space Check. Mon, 1 System Kame -LMSIODEVTSTHO:
Select date range B
Service Tag ELMSIODEVTSTO02
& Finance Powstex2.  manngEngl.  on
System Model FowerFlex software
& Productor Ny Bsor Swagapool - Mo |
System Type Server
- & ELMSIODEVT Mon, PR
[ ELMSIO0EYT. wan, /dewidax 0
B Manage
2 ® LM Mor Tren838200010001
Opimi .
© n FLMSIODE " 9l "
B Reports Regair o [
= @ ELMsI0DE PowerFie 50 o1
Crbersecuity [ . ELMSIODEY Pawsrties s Mo,
Adn @ ELMSIODEY FowsrHlex so. Won,
B Froduction S5212F0N Wen,
[} Froduction P S60100N Minor fauitin.  Mon,+
& Produc sevi0on oneormere . Mons
[ Praduction P £5296-0N Minor faultin Man, 1
& o Praduction P S5206.0N Mon
I Praduction P. S4148U0N fanteay 3 has Man, +
Severty
Y I Praduction P, $4148U0N Minor fax Mon,+
Critical
Eiror [ FroductionP. S411ZTON Mar
— . @ Production P. S4112FON One or mare Mon, 1
¢ infermation v . B

e Alerts shown in Dell AlOps originate from the system and can only be acknowledged,
unacknowledged, and cleared on the system.

e Alerts for PowerVault and Connectrix systems are not yet supported.
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System Updates

Manage

The System Updates page has up to six tabs: Storage, Networking, HCI, Data
Protection, Server, and Collector.

Storage

The Storage tab displays a list of all available system code, management software, and
drive firmware updates across all supported systems. It includes the system name, update
category, update type, the current version, and recommended version. The
Recommended Update column is a hyperlink to the code allowing the user to quickly
access the update code. Selecting the “>” icon expands the row to display the Release
Summary with more details about the update and a link to the release notes for the
system update.

This page also allows users to stage Unity XT code updates to the array. By selecting the
Unity XT family arrays and the Stage to Array button, the code in the Recommended
Update column is downloaded to the arrays. The user can log in to Unisphere and initiate
the code upgrade at an appropriate time.

The user can filter the results by selecting the Filter icon, sort any of the columns and
export the list to a CSV file.

il Dell AlOps a ¢« 0 s @&

System Updates CODE SUPPORT MATRIX [

System 1 Menlifier Moge! Updae Type ‘Current Version Update Version Update Category  Drive Counl Staged

v oomsasoorse ounsesnozse VMAXTSE Mgt Softwsre @ se76.309.401 bswerier.  Last - -

H

‘sian for Dell EMG VMAX Models: VMAX SE, VMAX 10K, VMAX 20K, and VMAX 40K.

000194500732 VMAX 2SE

ci0aPU1 MES012

95148 scrazor

FONGHO972C32F2 Unity 460

© GT280R006.01

4308413914

Note: The System Updates listing in Dell AlOps does not support PowerScale/Isilon, PowerFlex,
and PowerSwitch.
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Networking

The Networking tab provides a list of recommended switch firmware updates for
Connectrix switches.

System Updates

System 7
v Production East
Release Summary

Release Notes

Storage Networking

5, 2025, B:31:08 PM (UTC)

Identifier Model
JPG1940000K Gonnectrix MDS-5396

JPG194000DK

EAF300MO01

JPG194001DK

EAF300M000

A recommended target version B.3(3) is now available.

Connectrix MDS-9396

Connectrix ED-DEX6-48

Connectrix MDS-$718

Connectrix DS-6510

HC1 Data Protection Server Collector
Update Type Current Version Update Version
Switch Firmware 8.3(2) a3
Switch Firmware 8.3(2) 8.5(

Switch Firmware 821 vB232a

Switch Firmware 8.3(2) 8.:3(2a)
Switch Firmware 0.00a bys.

Update Category

Recommended

Recommended

Recommended

Urgent

Recommended

Drive Count

CODE SUPFORT MATRIX [

5 updates

Staged

[}

HCI

The HCI tab allows users to initiate multicluster updates from Dell AlOps. Users can run
pre-check, code download, and system update tasks on their VxRail clusters. The top of
the page displays two doughnut charts: one showing the distribution of VxRail software

versions for monitored VxRail clusters, and the other displaying cluster readiness for
updates. The bottom of the page lists each cluster along with various information such as
current version, target version, and vCenter hostname. Dell AlOps intelligently provides a
list of all possible target versions based on the current cluster version. Selecting the
details icon provides additional information about the current installation timestamp, the
update file size, and the component current and target versions.

Note: The Updates feature for VxRail is licensed separately.

System Updates

Dels  Cluster Name

2 Development Emironment

@ Del Mart- Mega Market Boston, MA

[ Dell Mart - Gas Market Chicaga, IL

2 Dell Mart - Comen/Gas Market Orlando FL
[ Dell Mart- Comes Merket, Seattie WA

[ Del Mart- Comer Market, R

@ Defl Mart - Café Marked San Francisco, CA
2 Cloud data center

W Avaiable Tasks: PRECHECK ] DOWNLOAD

W02
Moo

£0.010

VaRall Current Versions

s0.0%

12.5%

UPDATE @
@ swws @ Aavisor Regort
Avaitale Ready To Update (Version 8.0:100)

) Not supported
Avaitable

Not Supported
Avaltable
D Not Supported
D Not Supported

Available

@ ot Resay To upoate (Version 70300
B Unknown Status
Mot Optimal To Update (Version7.0.32..
Wt Optimal Ta Update (Version 7 0.32
@ Not Resdy To Update (Version 8.0.100)
Wol oplimalTa

Nat Rezdy To Uy

Hel Data Protection

Last Generate.  vCertier
et 18,2024, Deiart
et 18,2024, DelMart
18,2024,

et 18,204,

ot 18,2024,

et 18,204, elbart

Cument

v collector

Sebect the svailsble intellgent mult-system updates Lasks, and fhen select the systems (VR clusters) to run those task(s). Note: to sppy uadtes, you must hiave vCerter-besed scoess control ensbled. iick to Learn More.

Update Advisor Report

®  Ready To Update

Mot optimal To Update

O NotReady ToUpdate

4286%

60 TOHCI CREDENTIALS >

42.86%

o0t

UPPORT MATFEX €

Current VxRail Version

Installed O:

Wi,

Flle Size (Avaltable}:

7 Witness Hostname:

Nov 172071, 553:27 AMUTE

systems i
Oesimate  Development Environment
@ Reaoy To Upsane (version0.100)  View Belense Notes

velusier 440 witness w03 local

Camponent Current Target
ViRall Manager 47510 80100
Vsl Mansger 1B 47510 80100
670 80100
670 80100
194 196
Witness Node ESX: 100 80100
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When preparing for a cluster update, users can run the Pre-check task. The Pre-check
task determines the cluster’s readiness for a system update and includes the checks
found in VxVerify. The Pre-check task produces a pass/fail status with a job report that
lists the details of each check. If a check fails, the job report provides a link to a
knowledge base article that users can review to help remediate the issue before
proceeding with a code download and system update. This is covered in more detail in the
Dell AlOps administration section of this paper.

The Download task downloads and stages the update bundle onto the VxRail Manager
VM of the cluster. This operation performs a change analysis between the existing
software version running on the cluster and the selected target version. It then identifies
and bundles only the necessary component files needed for the system update. This
intelligent bundling can significantly reduce file transfer size and download times for all
clusters, and particularly for those clusters at remote sites with limited bandwidth.

Once the Pre-check and Download tasks are successful, users can confidently run the
Update task. Users can select a combination of tasks at once. For example, instead of
running each task individually, they could select both the Pre-check and Download tasks
and then come back and initiate the Update task. They could also select all three tasks. If
a task failure occurs, the remaining tasks will not run.

Data Protection

The Data Protection tab lists recommended updates for PowerProtect DM instances and
PowerProtect DD series appliances.

3updates

System Updates . MATREX B3

Server

The Server tab lets users initiate BIOS and firmware updates for their PowerEdge servers
and chassis. OpenManage Enterprise v3.10 or later with CloudIQ Plugin v1.2 or later are
required. The Remote Management option must be enabled in the CloudIQ Plugin in
OpenManage Enterprise. PowerEdge servers connected using DCC are unable to use the
update feature. Users must have the Resource Operator role in Dell AlOps to initiate
updates. See Identity Management for more information about Dell AlOps roles.
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The user first creates a compliance report, choosing a baseline of target firmware and
driver versions based on one of these catalog groups: Lifecycle Controller Catalogs for
Enterprise Servers, Previous Enterprise Servers Catalog, ESXi Catalog for Enterprise
Servers, Validated MX Stack Catalog, vSAN Catalog for Enterprise Servers, or Update
Catalog for Microsoft HCI solutions. By default, a compliance report is created for all
servers against the latest available versions and cannot be edited or deleted.

Create Compliance Report

Report Information Baseline
Name: New Compliance R Choose baseline of target firmware/driver versions
Baseline Baseline Type
Lifecycle Controller Catalog for Enterprise Senvers v Q
Baseline

September 2025 Lifecycle Controller Catalog for Enterprise Servers - 25.8.25

September 2025 Lifecycle Controller Catalog for Enterprise Servers - 25.8.18

September 2025 Lifecycle Controller Catalog for Enterprise Servers - 25.8.11

September 2025 Lifecycle Controller Catalog for Enterprise Servers - 25.8.4

August 2025 Lifecycie Gontroller Gatalog for Enterprise Servers - 257 28

August 2025 Lifecycle Controller Catalog for Enterprise Servers - 257 21

August 2025 Lifecycle Controller Catalog for Enterprise Servers - 257 14

August 2025 Lifecycle Controller Catalog for Enterprise Servers - 257 7

July 2025 Lifecycle Controller Catalog for Enterprise Servers-25.6.31

July 2025 Lifecycle Controller Catalog for Enterprise Servers - 25.6.24

July 2025 Lifecycle Controller Catalog for Enterprise Servers - 25.6.17

July 2025 Lifecycle Controller Catalog for Enterprise Servers - 25.6.10

CANCEL BACK ﬂ

After selecting the baseline, the user chooses a set of target devices. To simplify the
selection process, a filter is available to choose target devices based on System Name,
Contract Expiration Date, Model, Service Tag, Site, Connection Type, Health, Site
Location, BIOS Version, OpenManage Enterprise Collector Name, and iDRAC Firmware

Version.

Once the compliance report is created, the user can see a bar chart showing a summary

of urgent, recommended, optional, and up to date upgrades.

Lao Env Test

System Updates

CREATE COMPLIANCE REPORT

W Driver Complince Report

s, Latest Version Avala

Networking Hel
v

Compiance Summary FW/Driver Baseling

September 2025

- ——— SepiEMDEr 2025 L

ifecyete Cortrlle

recycte Cantrole

#Devices

OE SUPPORT MATRIX [

2 compliance reparts

Desciipiion

ABuittin eport for all of yous device.

Legacy Systems Z eI
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Clicking the name opens the compliance report. The Group by pull-down menu lets the
user group the updates by System or by none. When component updates are not
grouped, they are ordered by severity and then by service tag. After the user selects
which updates they want to perform, the Update button becomes selectable.

System Updates > All Servers, Latest Version Available  september 2025 Litecycle Controller Catalog for Enterprise Servers - 25.6.25
Gy Sstem v
System Compliance | 2 ~
n96 23 °97 00 °0 90
216 Syatems 0
Systemtame - . pa—— Managemen 10 -
+ wnsveoPEse B e PowerEoge MXBAD avEPE 198.51.100.86 158.51.300.201 i
Upase severny umene verion Baacine verson caguy Somare e
0 et st oz [— Frnan
@ totwataie st B _ oo
ORAG W Liecyce Conroer B e a2 51 samire eos
Internal Dual S0 Module Firmware Recommended 1611 21 10¢ B0
PowerEage BIOS @ options 102 SASRAID oS
. wsvsozpEITS gt PousEcge MXTAC xrvanes 19851100173 1985110050
Upde Sevrty Corm i Baaeie Vorsion Carngory SctoeType
0 oent 12 10 Fumiare PR
n ugern 161 10 as
PowerEdge BIOS M Urgent 102 21 BIOS BI0S
IDRAG with Lifacycie Controder O Downgrade 302 21 ORAC witn Lifecycle Contralier BI0S.
W Urgent PowerEdge RSO AF2IHTH 198.51.100.150 196.51.100.
et Poer Agavess .51 100 96 58511002
W Urgent PowerEdge R760 ASFCYHT 198 51.100.154 - hd

After the user clicks the Update button, they then select the update options. Under the
Schedule Update section, users can choose to apply the updates now, on the next

reboot, or schedule them. If they choose to apply the update now or schedule them, they
then choose the reboot type:

e Graceful reboot with forced shutdown
e Graceful reboot without forced shutdown

e Power cycle

Update Devices

Schedule Update Schedule Update
How would you like to apply updates?
) Update Now
Updates will be applied immediately which may cause selected servers to reboot.

() Update on Next Reboot
Updates will be staged to iDRAC and will be applied the next time the selected servers are rebooted.

(®) Schedule Update
Updates will be applied at the selected date and time and then selected servers will reboot

Choose date and time

Sep 25,2025, 5:00:00 PM &

Reboot Type

Graceful Reboot With Forced Shutdown -

Graceful Reboot With Forced Shutdown
Graceful Reboot Without Forced Shutdown

Power Cycle
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Under the Server Options section, the user chooses each of the following for firmware
updates. The selections are ignored for driver updates.
e ResetiDRAC

e Clear job queue

Update Devices X

Schedule Update Server Options

Server Options These options only affect firmware updates on capable devices. For driver updates, these selections are ignored

[C] ResetiDRAC
This option will reboot the IDRAC prior to updating it.

] clear Job Queue
This option clears any active or pending jobs on the server prior to updating it.

The Summary page provides a summary of the devices and components being updated.
Clicking Finish sends the update request to the appropriate OpenManage Enterprise
server. Users can monitor the update on the Jobs page.

Collector

The Collector update tab displays a list of Dell AlOps Collectors only. Newer versions
display when available for each collector, with the Update Category indicating when the
update must be performed.

View the details of the update by expanding the name of the collector requiring an update.
The main benefits to updating to the new version display. Clicking the Release Notes link
opens a page showing the full release notes for the update.

= &
Dell AlOps Q ¢ 0D s & &
{4 Home
b System Upd ates CODE SUPPORT MATRIX [
FJ Monitor v
Storage Networking HCI Data Protection Server Collector

5 Manage ~

System Updates 74 2updates |
@ Optimize e System Identifier Model Update Type Current Version Update Version Update Category
(g Reports v ~  cige.prod.emc.com cige prod.eme.com CloudiQ Collector System Code 1150 RARER] Target
@ cybersecurity v Release Summary

The Dell AIOps Collector version 1.15.1 will improve the data sampling of the Viware collection to increase the reliability of the displayed metrics and anomalies detection
Lifecycle ~ Release Notes

&

@ Admin ~

> stable.del.com stable dell com Cloudiq Collector System Code 1140 EARER] Target
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Reclaimable
Storage

Optimize

The Reclaimable Storage page shows block object, file objects, and virtual machines
that may no longer be in use. Reclaimable storage is supported for PowerStore,
PowerMax or VMAX, PowerVault, the Unity XT family, and SC Series systems. It shows
the total number of storage objects and the total amount of potentially reclaimable space
across all systems. The following rules are used to identify potentially reclaimable storage:

e Block Objects with no frontend 1/O activity in the past week or longer

e File Objects with no frontend 1/O activity in the past week or longer

e Block Objects with no hosts attached

e Block-based virtual machines that have been shut down for at least a week

e File-based virtual machines that have been shut down for at least a week

Note: The Reclaimable Storage report intelligently filters out objects that are array-based replicas,
because those replicas are not attached to hosts and do not have frontend 1/0.

The Group By drop-down menu allows the user to group the storage objects by system
or by the rule types mentioned above.

Group by System (Default) shows the total number of storage objects and reclaimable
space per system. A more detailed view of the objects identified under each rule can be
seen by selecting the line item to expand to display the associated details.

The Filter button allows the user to filter the results based on System or Rule Type.

Reclaimable Storage

cts  71.0 TB Total Reclsimable Space  Group by System

System ‘Storage Objects. Reclaimable Space Block Objects with no front end 1/0 activity in at least the past week

10 23078

ront end 1/0 activity In at least the past week 5 0oTe Object Reclaimable §. Pool Last10 Time Host

2018 Prod_Pool1_LUN1 2078 Production_Po Tue, Jul 18201 ProdApp1_Hostl

Dell AlOps: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment

69



Optimize

The Group by Rule Type shows reclaimable storage for each rule. In this view, the total
number of storage objects and reclaimable capacity is summarized for each rule.

Reclaimable Storage
v 34 Total Storage Objects  71.0 T8 Total Reclaimabie Space  Group by Rule Type -
Rule ‘Storage Objects Reclaimable Space Production
Block Objects with no front end 1/ activity in at least the past week 4 25078
@ s 10078 Object Reclaimable 5. Pool Last |0 Time Host
= 1 1078 Prod_Pool1_LU. 20TB Production_Poal1 Tue, Jul 182 FrodApp1_Host1
@ 2 1578 Prod_PooiT_LL 1018 Production_Pooi1 TR WIT8Z.  PIOSADDI_HoStZ
el 3 1218 Prod_Pool2_LU 0TB Production_Pool2 Tue, Jul 182 -
@ Finance 2 0278 Prod_Pool2_LU 2068 Proguetion_Pool2 Tue, Jul 18 2. ProdApp2_Hest2
] Manufacturing_Dev 10078 Prod_Pool2_SA. 2068 Production_Pool1 Tue, Jul 182 LocalESX2
3 Block Objects with no Hosts Attached 13 2078
> File Objects with no front end /0 activy in at least the past wee 2 14078
» Block-based virtual machines that have been shut down for at least the past week 3 60TB
) File-based virtual machines that have been shut down for at least the past week 2 407B

Knowledge Base The Knowledge Base Articles page parses the KB article database and provides details

Articles and links to articles that may be applicable to the systems monitored in Dell AlOps.
Matching criteria could include version, model, and configuration. The Details icon opens
a window with details of the issue and the affected versions and models. The Systems tab
lists the potentially impacted systems associated with the issue identified in the article.
The Article ID is a link to the article on the Dell support page.

Articles are available for Unity, PowerMax, PowerScale, PowerStore, PowerEdge,
PowerProtect DD, and VxRail Cluster.

Doll AlOps Q¢ & A
- Knowledge Base Articles Recommendations VIEW ARTICLES ON DELL SUPPORT WEBSITE
Moal

T st of recommens
matched aganst

Beta Release

Dealls  Aricled Tide Produt Type impaciedsysiems 000216757 - Dell VxRail Plugin slowness at 7.0.4507.0 460 and 8.0.100-8.0.110

re 2 & ETALS SYSTEMS

Storage 1

Summary
) HC 1 Dell VxRail Phugin slowness at 7.0.450-7.0.450 and 8.0.100-8.0.110.
Storage 1 Versions
70350248 8001027768308
@ Data Protecti 2
Models
& Data Protect A O Vs 5
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Create/View My
Reports

Reports

The Report Browser is accessed from the Create/View My Reports menu. It acts as a
user’s reporting workspace and dashboard. It allows users to create, view, and modify
reports. Reports can be scheduled, duplicated, bookmarked, and exported in PDF format.
Reports can consist of any combination of tables and line charts.

There are two options for creating a new report. The user can either click the CREATE
REPORT button and step through the options, or open a Dell AlOps view for Systems,
Hosts, System Capacity, Pools, or System Performance and click the ) (Create Report)
icon.

The plus icon on the Report Browser page is used to add an existing report to the
dashboard.

Dell AlOps
Report Browser

oy CREATE REPORT 4

Quick Tips

To create a report, you can

s by selecting ‘Create Report” from the view men

To open an existing report click + at the top of this page

Whenever a new report is created, it is assigned a default name. To edit the name, select
the edit icon next to the report name. The icon becomes visible when the mouse is moved
over that area. To remove the report from the Report Browser, select the X icon.
Removing the report from Report Browser does not delete the report. It is still available
from All Reports which is discussed in Manage My Reports.

Report Browser

CREATE REPORT Report;

Report

ADD CONTENT

Dell AlOps: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment

7



Reports

The ADD CONTENT button is used to add tables and charts to the report.

It opens the Add Content window shown here. This window presents a series of drop-
down menus to define the content including the format. The remaining menus differ based
on the selected format.

Add Content X

Step 1 Choose A Title And A Format

Title

Example

Format
Anomaly Chart

Line Chart

Table

CANCEL

Tables

When adding a table to a report, the user can select one of the following categories:

e Data Protection e Details
System PowerFlex Resource
¢ Filesystem Summary
e HCI System PowerFlex SDS
e Host PowerFlex Storage
e MTree Pool
« Network System PowerMax Host
e Pool PowerMax Initiator
e Port Powe.rMa.x
Maskingviews
* Port Group Replication
e PowerFlex Device
Server

e PowerFlex Fault Set
e PowerFlex Host

¢ PowerFlex Protection
Domain

e PowerFlex Resource
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Server Firmware
Storage Group
Storage System
Virtual Machine
Volume

Volume Group
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Reports

When the user selects the Category, a list of available and selected columns is displayed.

Add Content X
Step 1 o Choose Your Columns
Title: Example Category

Format: Table

Step 2 Metwork System s
Fool
Replication
Server
Server Firmware
Storage System
Virtual Machine
Volume
Port Group

PowerhMax Initiator

Vaolume Group CANCEL BACK NEXT
v

LI Cauetom

Dell AlOps prepopulates the report with common columns. The user can either drag and
drop or double-click a column name to add or remove it.

Add Content X
Step1 V) Choose Your Columns
Title: Example
Format: Table Category
Storage System -
Step 2

Drag And Drop Or Double Click to Add A Column

All ¥ Q Search Columns
Available Columns Selected columns (9)
Bandwidth H Health E
BusinessUnit it ' System Name
Capacity Impact i Version
Components Impact it I0PS
Configuration Impact i Latency
Configured it Provisioned
Contract Expiration Date it Used (%)

CANCEL BACK ﬂ
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Reports

The next step shows a preview of the content and allows the user to sort and filter the
results. The user can select in the “Filter by” field and scroll through the full list of
columns, or they can begin typing to find a specific one. When the column is selected, the
user can choose from an applicable value. The following example shows a filter on the
Product Model column and then on all PowerMax systems.

Add Content

Step 1 v
Title: Example
Format: Table

Step 2 v
Category: Storage System
Columns: 9

Step 3

Sort And Filter

Filter by
Product Model: PowerMax
> [] SC Series
v PowerMax
PowerMax_2000
VMAX-1SE
PowerMax_2500
> [ xtremio
> [] Powerstore

[] APEX Block Storage Services
“I‘I APEX-HIe-AUSTtn

@ Business Analytics

a

X Q ADD FILTER

Version

4.2.0.9433914

540050094

50005116

4309433914

va.l1

07.03.01.999

10PS

Latency

215

215

1024

3582

Provisio...

582

341

724

5292

Used (%) Free Data Red...
91.4% 13 - .
52.1% 531 451 l
38.6% 381 1.0
T21% 215 271

55% 405 -
241% 69.3 231

Users can display custom tags in their reports and can use filtering to create reports
specific to custom tags such as applications or business units. See the Custom Tags
section for more information.

Sorting is performed by clicking the column name on which to sort. Once the user has the
table as they want it, clicking Add Content will add the table to the report.
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Line charts

A line chart requires the user to select the Product and Category. Once those are
selected, a table with available objects in that category is presented.

Reports

The user chooses which objects to include and clicks Next. The following example shows
PowerMax storage groups "Finance_SG_11" and “Finance_SG_12” selected.

Add Content
Step 1 v Choose A Product And A Category
Title: Example
Format: Line Chart Product Category
PowerMax - Storage Group -
Step 2
Filter by
Q ADD FILTER Clear all Filters
36 items (Selected 2 / 36)
= Name T Compliance SRP Service Level Name Emulation Subscr...
Finance_SG_11 Critical Finance_SRP1 Diamond FBA 100.0 ..
Finance_SG_12 Marginal Finance_SRP1 Bronze CKD 100.0 ...
Finance_SG_13 Stable Finance_SRP1 Diamond FBA 100.0 ..
Finance_SG_14 None Finance_SRP1 Diamond CKD 1000 ..
Finance_SG_21 Stable Finance_SRP2 Diamond FBA 1000 .
Finance_SG_22 Stable Finance_SRP2 Bronze CKD 1000 .

CANCEL BACK ﬂ

Used
9.27TB
92TB '
92TB
92TB
92TB

92TB

After choosing the objects, the final step is to choose the metrics.

The following example shows the Bandwidth, IOPs, and Latency metrics. Clicking Add

Content adds the line charts to the reports.

Metrics available for line charts are shown in Appendix D: Report Browser metrics.

Add Content

Step 1 o Metrics
Title: Example

Format: Line Chart 25 Metrics Q Search Metrics

Step 2 ~ = Metrics  (Selected 3)
Product: PowerMax
Category: Storage Group % Read
Systems: 1
Allocated Size
Step 3
Allocated Size
Metrics: 3
Charts: 3

Avg QOS Delay Per 10
Bandwidth

Bandwidth by Read/Write

External Read Response Time
External Response Time

External Write Response Time

Metrics Description

The % read of a PowerMax Storage Group.

The allocated size of the PowerMax storage group in bytes collected every hour.
The allocated size of the PowerMax storage group in bytes collected every 5 mins.
The average QOS delay per 10 of a PowerMax Storage Group.

The bandwidth of a PowerMax Storage Group.

The bandwidth by read/write of a PowerMax Storage Group.

The external read response time (V4).

The time it takes to process an 10 request outside of the system (V4).

The external write response time (V4).

CANCEL pack

v
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Reports

Anomaly charts

Anomaly charts are like line charts. The list of supported products is restricted to the

following:
[ )
[ )

APEX Block Storage Services
Connectrix
PowerEdge Servers
PowerFlex
PowerMax
PowerScale
PowerStore
PowerSwitch
PowerVault

SC Series

Unity XT

VMware

Anomaly charts provide both the value of the metric and the historic seasonality. By
plotting the historic seasonality, users can identify any unexpected anomalies or changes
in patterns. Anomaly charts show up to 24 hours of data.

Report options

When a report is created, there are several options that are available for the user at the
report level.

Dell AlOps: A Detailed Review

HIDE LEGENDS - For line charts, it provides the option to hide the legend of
each object on the right side of the chart. The legend shows the data timestamp
and value for each object as the user hovers over the chart. The legend also
serves as a filter to remove metrics from the chart.

Schedule: Schedule the report. Choose an initial runtime and one of the
following intervals: Daily, Weekly, Biweekly, Monthly, or Quarterly. Choose a
format of PDF or CSV. Enter email addresses for recipients.

Duplicate: Create a duplicate copy of the report in the Report Browser. This is
used to create multiple similar reports where the user wants to make minor
changes to a report.

Bookmark: Add or remove the bookmark on the report. Bookmarks allow the
user to easily find and view the report in the Report Browser from the Add
Report icon.

Export PDF: Export the report in PDF format.

A Proactive Monitoring and Analytics Application for the Dell Environment



Reports

Report Browser

Report
ADD CONTENT | Last 24 Hours - HpELecenos 1 @ B @

Example « Bandwidth
10:00 2:00 14:00 16:00 8:00 2000 22:00 Sep26 02:00 04:00 06:00 08:00

« Finance_SG_11
Finance_SG_12
390.6 KBps

« Finance_SG_14
« Finance_SG_21

The time range of line charts is set to Last 24 Hours by default. It can be changed to
another preset value or a custom range using the pull-down.

Report

ADD CONTENT | Last 24 Hours -

Last 3 Hours
Example * Band

Last 12 Hours
10:01
Last 24 Hours
3906 Keps Last 3 Days

Last 7 Days
Last 30 Days
202 Keps
Custom Range
VAT
— YA .

Chart and table options

For each individual chart or table, the user is presented with several options after
selecting the options icon ().

¢ Edit — Modify the individual chart or table.

e Duplicate — Create a duplicate chart or table in the same report.

o Export PDF — Export the individual chart or table in PDF format.

o Export CSV - Base Units. Export the individual table in CSV format.

o Export CSV — Units as Displayed. Export the individual chart or table in CSV
format using scaled values shown in the table.

¢ Remove — Delete the chart or table.

Edit

Duplicate

Export PDF

Export C3V - Base Units

Export CSV - Units as Displayed

Remove
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Reports

Manage My All reports are accessible from the Manage My Reports menu. Selecting a report from All

Reports Reports adds the report to the Report Browser and directs the user to it. In situations
where there are many reports, the search field can be used to find a report. The list of
reports shows if a report is bookmarked, when it was last modified, and when it is
scheduled to run next. The options icon on the right side of each row allows the user to
edit the report or delete the report from Dell AlOps. The CREATE REPORT button directs
the user to the Report Browser to create a report.

All Reports
CREATE REPORT QL

Title Last Modified Next Scheduled
All LUNs and Filesystems Sep 26, 2025, 9:27:24 AM Sep 27,2025, 12:00:00 AM
Unity Capacity & Workload Sep 26, 2025, 9:27:38 AM Oct 71,2025, 9:30:00 AM
Virtual Machines Sep 26, 2025, 9:27:44 AM Sep 27, 2025, 8:00:00 AM
PowerProtect DD Sep 26, 2025, 9:26:52 AM Oct 15, 2025, 7:30:00 PM
Storage Systems & Hosts Sep 26,2025, 9:27:11 AM -

Users can schedule and delete a report by selecting the three dots on the right side of the
row.

Schedule Report

Remove Report
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Cybersecurity

Introduction

System Risk

Cybersecurity is a feature within Dell AlOps that adds the ability to monitor Dell resources
for security risks. Dell AlOps compares configurations and setups to a set of security-
related evaluation criteria, notifying users of any deviations from the configured plan. It
also provides vulnerability awareness by displaying applicable Security Advisories for
supported systems.

The Cybersecurity feature processes data that is collected from systems and analyzes
that data to detect deviations from security guidelines. It also provides issues and
resolution recommendations for security risks that are found. Additionally, it provides
specific relevant security advisories for supported systems.

The feature is composed of the following pages, which are explained in the next section:
System Risk, Misconfigurations, Misconfiguration Settings, Security Advisories, and
Ransomware Incidents.

Cybersecurity Misconfigurations and Security Advisories are supported for PowerEdge
servers and chassis, PowerMax, PowerProtect DD, and PowerStore. Ransomware
Incidents are available for PowerMax 2500, PowerMax 8500, and PowerMax V3 models,
and soon to be available for PowerStore.

Note: To gain access to Cybersecurity, users must be given a Cybersecurity-related role. Users
with the Standard, Admin, or Advisor roles are automatically assigned the Cybersecurity Viewer
role, but Admins must assign other Cybersecurity user roles, including for themselves. See
Identity Management and KB#000205045 for additional details.

The System Risk page is the multisystem view for Cybersecurity. It displays all systems
that are enabled for Cybersecurity along with the Risk Level, percentage of tests enabled
in the Evaluation Plan, the number of misconfigurations detected by evaluation tests and
the number of security advisories available for each system. The percentage of storage
groups that have Ransomware Incident detection enabled and the number of detected
Ransomware Incidents also displays for PowerMax systems. For systems that have an
active ransomware incident, Dell AlOps displays a red ransomware incident banner in the
card view.

The Risk value for each system provides an overall assessment for the system based
on the enabled evaluation tests, and has one of the following values:

e Normal
o Low

e Medium
e High

e Unknown

The Risk score is calculated based on the impact of Cybersecurity issues, the tests in the
evaluation plan, vulnerabilities from Dell Security Advisories, and detected ransomware.
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Cybersecurity

Misconfigurations

Hovering over the number of Misconfigurations and Security Advisories in the card view
shows the total number with each type of severity for each system. The number of
Ransomware Incidents also display for PowerMax.

Dell AlGps Q& U350
3 Home Cybersecurity System Risk
3 Meator

B wanage ¥ s

@ Optimize x Finance

HR_Remote Software_Dev
Puw Ak SE|COUTS4BINTIZ

Manufacturing_Prod
e 25001 DIZHA0084T Fuseriore 000N RZELEE

9=

ddlab-04 dd-lab-05

00 VE | FLMDOVASETTAME o990 FIABOVAGATRIN

System ik

[ @ ra

[ @ Weium
AL - N RizeLewe
O Grow o D P o
11 Mscanfiguratons = oz

[ @ nermal
BT

Tags

WIN-SYSO2PER6
PoeEcue KB4 | A1 8P

Rl
High vaus ) Evauaton
ste Pty ot
23 Wisconfigueations
14 -

IDRAC.ATYHIST local
PavEige 4740 A1VSST

The list view of the page shows the number of Misconfigurations and Security Advisories
for each system. PowerMax systems also show the percentage of Storage Groups with
Ransomware Incident detection enabled, and the number of active Ransomware
Incidents. Table data is filterable by System, Product, System Risk, Tags, Site, or
Location.

The Misconfigurations page provides an overall listing of misconfiguration issues
detected in the environment. The Active tab lists out all active issues and provides the
severity, issue name, associated system, and when it was created. Expanding the issue
provides the issue description and the recommended remediation, creation timestamp,
security control family, and evaluation test. The Resolved tab lists out all issues that have
been corrected and includes the timestamp when the issue was resolved.

Dl AlOpE L&

Misconfigurations

e+ B 2 B b B FF PP
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Cybersecurity

Misconfiguration The Misconfiguration Settings page, accessed through the gear icon on the

Settings

Misconfigurations page, is where users enable, disable, and configure the tests in the
Evaluation Plan. Individual evaluation plans can be created for each system, or a template
can be created and applied to multiple systems. Whenever a new system is added to
Cybersecurity in Dell AlOps, it is automatically assigned a default evaluation plan with
common high- and medium-risk tests.

There are two tabs in the Settings page: SYSTEMS and TEMPLATES.

Systems

The Systems tab lists the Cybersecurity-enabled systems. It includes information such as
the associated template, status of the evaluation plan, number of selected tests, custom
tags, and the last time the evaluation plan was updated. From this page, Cybersecurity
Admins can assign or unassign templates to systems, enable or disable the evaluation
plan for systems, or edit the evaluation plan for an individual system.

The filter icon allows users to filter the list of systems based on the following:
e System name or ID
e Product type
e Template name
e Systems using or not using a template
e Systems evaluation plan status (enabled or disabled)
e Custom tags
o Site
e Location

By using the filter mechanism, users can build a group of systems on which they can
perform an action like assign a template or disable the evaluation plan. For example, a
user can select all PowerEdge systems from the product category and select “No” under
“Using a template”. They can then assign a template to all systems that are not
associated with a template.
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There are a few scenarios that require further explanation. If a user assigns a template to
a system that already has a template, the old template is automatically unassigned. If the
evaluation plan of a system is disabled, it does not affect the assigned template. The
template remains associated to the system. If the user edits the evaluation plan by
selecting the Edit icon in the far-right column, the template for that system is unassigned.

Clicking Edit opens the Edit Evaluation Plan window for the system and allows the user to
set the plan for that individual system. The possible evaluation tests are listed and
grouped by Security Control Family (based on NIST 800-53 R5). Each test can be
selected or cleared for inclusion in the Evaluation Plan. Selecting the Details icon provides
a detailed description of the test.

Edit Evaluation Plan - Finance X

@D Esbie 90utaf 10 evaluation fests selected

security Gonurol Family 1 Evaluation Test

~ Access Control Detals 3 outof 3 selected
] LDAPS based authentication enabled
& RoleB:

2] [ System using SNMP v3 with TLS

B

Audit and Accountability Detsils  Ooutof 1 selected

B [ Remote Syslog enabled

~  Configuration Management Defals  1outof 1 selected

7l Determine if any SNMP frap destination is confiqured
~  lgentifcation and Authentication Details  2outor2 selected

Bl LDAP server certificate verification enabled

ol nged
~ System ana Communications Protection Detals  3outor 3 selected

fal Certificate expiration time
] Data At Rest encryption enabled

7l Self.signed certificate not in use

When an Evaluation Test is cleared and removed from the Evaluation Plan, any
associated active issues for that test are deleted. The following warning is provided
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anytime the user removes an Evaluation Test and offers the choice to cancel or save the

Evaluation Plan.

@ Areyou sure?

systemif it has been assigned

deleted.

Templates

The Templates tab lists the configured templates and allows users to create templates
and view, edit, and delete existing templates. A template contains a list of configured tests
which can be assigned to multiple systems of the same product technology. Templates
allow users to efficiently set a consistent evaluation plan across many systems. A
template can only be edited and deleted when there are no systems assigned to it. If a
template has an assigned system, it can only be viewed or duplicated.

Dell AlOps
£ Home < Misconfigurations Settings
& Monitor ~ SYSTEMS (105)
E Manage ~
{# Optimize ~
Template Name: Tests Selected (0 Product
E Reports v
modular-chassis template 18 outof 18 PowerEdge Chassis
@ Cybersecurity A
BU_Sales 31 outof 31 PowerEdge Server
System Risk
BU_Engineeri 26 0utof 31 PowerEdge Server
Misconfigurations Eraineera ? e
Security Advisories BU_Manufacturing_and_Finance 29outof 31 PowerEdge Server
Ranscmware Incidents P — Fowersiore
@ Admin - PPDD Template Vioutof 11 PowerProtect DD

TEMPLATES (6)

Systems Using Template () Last Update Time
1 S6p 25, 2025, 01:49:37 PM UTC
18 Sep25,2025,0149:37 PMUTC
74 Sep25 2025,01:49:37 PMUTC
9 Sep25,2025,01:49:37 PMUTC
0 Sep25,2025,01:49:37 PMUTC

1 Sep25 2025 01:49:37 PMUTC
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Selecting Add Template steps the user through the template creation wizard. The user
provides a template name and then selects the product type for the template.

Add Template X

Template Info Template Info

Template Name Product

Demo Template Product -
PowerMax
PowerStore

PowerEdge Server
PowerEdge Chassis

PowerProtect DD

CANCEL BACK E

Then, the user selects which tests to include in the evaluation plan and then selects Finish
to save the template. Then, the new template is available to assign to systems of the
selected product type.

Add Template P
Template Info v Template Evaluation Plan
10 out of 10 evaluation tests selected
Template
Evaluation Plan Security Control Family 7 Evaluation Test
~  Access Control Details 3 out of 3 selected
LDAPS based authentication enabled
Role Base Access Control (RBAC) enabled - Solutions Enable
System using SNMP v3 with TLS
> Audit and Accountability 1 out of 1 selected
>  Configuration Management 1 out of 1 selected
> Identification and Authentication 2 out of 2 selected
~  System and Communications Protection Details 3 out of 3 selected
Certificate expiration time
Data At Rest encryption enabled
Self-signed certificate not in use
4 >

CANCEL BACK m

The operations that are available for a template depend on whether there are systems
assigned to the template. For templates with assigned systems, the allowable operations
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Security
Advisories

Ransomware
Incidents

Cybersecurity

are View and Duplicate. Templates with assigned systems cannot be edited or deleted.
Templates without assigned systems have Edit, Duplicate, and Delete operations
available.

The Security Advisories page provides a full list of applicable Security Advisories along
with their impact, a synopsis, component, number of impacted systems, and publish date.
Clicking the View Article hyperlink opens the advisory details on the Dell support page.
The full list for each unique identifier and related advisory is exportable to CSV format.

Dell AlOps Q & 0O 85 0 &

Security Advisories

Impact 2 ) Syopsis Type Companent Impacted Systoms Updated 1 L Action

2 apr252022,120000P View Adtcle B3

1200a0P.

< )34.2020:246 A

Clicking the Advisory ID hyperlink opens a window which lists all affected systems in the
environment. This window also shows additional information about the security advisory
including the list of Common Vulnerabilities and Exposures (CVEs) addressed by the
security advisory.

Ransomware Incidents enables users to monitor for cybersecurity ransomware incidents
in near real time. All eligible systems are enrolled in essential ransomware detection when
they are added to Cybersecurity. Coverage has recently expanded to include PowerMax
systems and will continue to expand to other platforms in the future.

In the event of a ransomware attack, the attackers encrypt the data which requires an
encryption key to essentially unlock the data. One of the effects of encryption is that the
data becomes uncompressible or irreducible. By establishing an expected range of the
reducible data, and then continuously monitoring the level of it, one can identify variances
outside of normal patterns which are referred to as anomalies. Through various algorithms

Dell AlOps a ¢ g ® &

DSA-2023-389 View Articie 2

impact @ catiesl

System Identifier Modsl Location Tags

diabos ELMDDVAS67TRWE oo vE Hoplamon, ma

ELMDDV24EETRW bp9s00 Round Rock, TX
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and analysis, Dell AlOps can then identify potential ransomware incidents in near real
time.

The Ransomware Incidents page is accessed from the Cybersecurity menu on the left
side of the Dell AlOps user interface. This page shows all identified incidents and puts
them in one of three categories, organized by three tabs: New, Investigate, or Closed.
When an incident is first identified, it appears in the New tab. Each incident has an
incident ID, a confidence level, the system identifier, the location, the number of affected
storage groups, and the created and updated times. There is also the ability to add notes
to each incident. When the incident is ready to be analyzed, the user selects it and clicks
Acknowledge & Investigate.

Dell AlOps a ¢ 5 @ 2

Ransomware Incidents

""""""" The Ranseemware Incidents identified here are

B Repan: Y Incident 1D Inident Confidence Level  System Identifier Location Slorage Resources  Crealed Updaled etion

At this point, this incident is “frozen” and moved under the Investigate tab. Any new
anomalies trigger a new incident. While in the Investigate state, the user can look at the
potentially affected hosts and applications to determine if the incident is a true
ransomware attack. If so, they can take appropriate action to isolate and recover.

To help investigate, the user can click the incident ID link and see the details of which
storage groups experienced anomalies and when the anomalies were created and last

Dell AlOps T
« Incident 1012 - Suspicious data encryption/compression
et g
Shorage Briinarte Sapuitaance | 5 ety Lol Logs Deacrptnn Created Ussaed
» v
B reascesonn Medem - M
] 40 s e ™
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Users can select up to three storage groups at a time to see charts of unreducible data
trends, the normal range of unreducible data, and the anomalies relating to unreducible
data.

Dell AlOps

@ Home

[ Monitor

B Manage

& Optimize

& Reports

@ Cybersecurity
System isk

Misconfigurations

Securiy Advisor

Ransamware In

5 Admin

< Incident 1012 - Storage Resources Metrics (z sworage Resources)

Unreducible Data Anomalies

Finance_SG_13

Matic

Unreducible Data
Normality Range

Unreducible Data Anomaly

» Decrease In Unreducible Data (1)

Finance_SG_23

Matric

Unreducible Data
Normality Range

Unreducible Data Anomaly

@ Decrease In Unreducible Data (T)

45508

ason

5868

2368

sw6 oo

The Anomalies tab provides a list of anomalies with their timestamps and log information.

inl
=
B
@

=)

Dell AlOps

Home

Monitor

Manage

Optimize

Reports

Cybersecurity
‘System risk

Misconf

securty
Ransomware Incicents

Admin

< Incident 1012 - Storage Resources Metrics (2 storage Resources)

Unreducibla Data Anomalies.

Finance_SG_13 15 anemalies
Created Significance
Sep 6,2023, 012500 AMUTE High
56p 6,2023, 012000 AMUTG High
Sep 6, 2023, 011500 AM UTC High
569 6,2023,0110.00 AM UTC High
S99 6, 2028, 010500 AM UTE High
52 6,2023, 01,0000 AMUTG High
S2p 6, 2023, 005500 AM UTC High
Sap 6, 2023, 005000 M UTE High
Sep 6,2023, 004500 AMUTE High
506, 2023, 0040.00 AM UTG High

Finance_SG_23 19 Anomalies
Created Significance
Sep 6,2023, 014500 AMUTE High
Sap6,2023, 014000 AMUTE High
Sep 6, 2023, 013500 AM UTC High
Sep 6, 2023, 01.30.00 AM UTE High
$2p 6,202, 012600 AMUTC High
52 6,2023, 012000 AMUTE High
S2p 6, 2023, 0171500 AM UTE High
Sep6, 2023,0110.00 M UTE High
Sep 6,2023, 010500 AMUTC High
Sep 6, 2023, 010000 AMUTE High

Log
An unreducible data anomaly has been detected

An unreducible d

An unreducible data anomaly has been detected
An unreducible data anomaly has been detected
An unreduzible data anomaly has been detectsd,
an unreducible data anomaly has been detected.
an unredusible data anomaly has been detectsd.

An unreducible data anomaly has been detectad

een detected

Log
An unreducible data anomaly

An unreducible data
An unreducible data anomaly has been detected
An unreducible data anomaly has been detectsd
An unredusible data anomaly has been detected,
an unredusible data anomaly has been detected.
an unredusible data anomaly has been detectsd

An unreducible data anomaly has been detectad

An unreducible data anomaly has been detected

An unreducible data anomaly has been detectod

Q
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Cybersecurity

Once the investigation is complete, the user determines if the incident was a valid
ransomware attack that was resolved or a false incident. Selecting an incident and then
clicking Close gives the user the option to close it with either of these two options.

Dell AlOps

Ransomware Incidents & settings

The Ransomware Incidents identified here are based on ancmalies that were detected in the capacily telemelry of your

NEW (2)
B Manage v

& Optimize v 7 2incidents ACKNOWLEDGE & INVESTIGATE

] incident 1D Incident Cof  Glese- incident Resclved

Identifier Location Storage R Created Updated Action
012 Suspicious da Hifl Close- False Incident 000197900049 © Round Rock, TX 4 seps 20230 Sep 6, 2023 [ Mote

o Suspicious da. 000157900049 © Round Rock, TX s sepsz0230 seps, 2023 [E Note

Admin

Q ¢ 0 B O &

1 Incident Selectad

Note that only users with the Cybersecurity Admin or Cybersecurity Operator role can
move incidents between the status tabs.

Ransomware incident monitoring is enabled from the Settings link on the Ransomware
Incidents page.

Dell AlOps

< Ransomware Incidents Detection Settings

% Optimize . System Wenifier Location Storage Resources Enabled Sensitvity Lovel Conigure

- Finance 00157900045 9 Round Rock T aof Enabled vigh & wedum & Lows  Configue
© Repors \ .

@ Cybersecurity

Q ¢ 0 s 0 8

Clicking Configure on one of the systems opens the Configure Ransomware Incidents
Detection Settings window. In this window, the user can choose to enable or disable any
of the storage groups, reset the learning period, and set an Incident Sensitivity Level.
Users can also see the detection mode, either Learning or Detecting. Learning occurs
when the storage group is first enabled, after an incident is closed as a valid incident, or
when the learning period is manually reset. During this mode, Dell AlOps learns the
expected range of reducible data to establish normal behavior. Once the expected
behavior is established, the mode switches to detecting and Dell AlOps starts monitoring
the storage group for ransomware incidents.
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Cybersecurity

The sensitivity level lets users tune the detection algorithm. A low sensitivity level results
in a lower likelihood of triggering an incident. A high sensitivity level results in a higher
likelihood of triggering an event. Users may prefer to set a sensitivity level of low for less
critical applications or for applications that have a higher variation of reducible data. Users
may prefer to set a sensitivity level of high for more critical applications or applications
that have a lower variation of reducible data.

Configure Ransomware Incidents Detection - Finance x
Ransomware Detection Instructions "
_ it during this phase.
Dnablod Loaming Datacting
Afrar
= Saensithty Lovel Defing the thrashald for incidant for If histarical ity quality
Insutficlent, the algorithm enters & Stalled state.
- By ow. Be aware that passiility of false posi
o
LEARN MORE
7 12 Storage Resources | SENSITIVITY LEVEL w || VIEW STORAGE RESOURCE METRICS 2Storage Resaurces Selectad
= Slorage Resource 1 Mode 2 | High e Service Level Allocated Capa... Sensitivity Level
Finance_ 8611 Detesting Medium Firanes 891 Dramond 00 Mediom -
Fmngs. 56,17 Lsarming Low Finana sl frcazs e
Finance.56.13 Detecing Finance_SFF1 Diamone o g
-] Finance 5C_14 Disabled Finance_SAP1 Ciamong 100 Low
Finance_SG_21 Disabled Finance_SAP2 Diamond 100 High
Finance_SE_%2 @ sralled Finance_SAP? Broaze 100 Medium
Finaince_56.23 Detactng Financa w7 Bronza Lo
Finsnce.56.24 Disablsd Finsnce_SAP2 mamong 100 Medum -
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Storage system details

Storage system details

Introduction

Storage system
details — Health

Clicking the storage system hyperlink in the Home page or any of the multisystem views
opens the System Details page for that system. The model and serial number for the
selected system displays on the page above the tab set. The following sections discuss
each tab of the Storage System Details page in greater depth.

For supported systems under a ProSupport Plus or ProSupport One contract, a Generate
ProSupport Assessment link is included above the tabs in the system detail view. Clicking
the link generates a PDF snapshot of the current system status and configuration, as well
as potential issues and needed software updates. The ProSupport Assessment is
available for Unity, PowerMax and VMAX, PowerScale, VxRail, PowerStore,
PowerProtect DD, Connectrix, PowerFlex, PowerEdge, and PowerVault.

The Health tab shows the details for a selected system driving the health score number.
The view provides a listing of issues found in each of the following categories:

e Components
e Configuration
o Capacity

e Performance

e Data Protection

H Disaster Recovery unmv oo roncrosrzeszrz  TAGS LAUNCH UNISPHERE [
B4 Health B Inventory E Capacity (] Performance GENERATE PROSUPPORT ASSESSMENT
70 Capacity is the top health check category impacting Disaster Recovery's health

poon score.

Health Issues

Total Issues 6 = Capacity 3 issues

11 hours ago  The storage pool Disaster Recovery_Pool2' is oversubscribed and growing at a
Components v 30
substantially increasing rate, predicted to run out of space in 5 hours.
Configuration 30 11 hours ago  The file system 'DR_Pool2_FS1' is growing at a substantially increasing rate, predicted
1o run out of space in 5 hours:
Capacity -30
-20 11 hours ago  The file system 'DR_Pool2_FS2' is predicted to run out of space within a week

Performance

Data Protection

In this example there are six issues, three in the Configuration category and three in the
Capacity category. Selecting the category and then selecting one of the issues displays
the recommended resolution.
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Storage system details

Notes:

e The Performance category does not apply for PowerVault ME4 systems.

e The Data Protection category does not apply for VxRail systems.

e Only the Components category is used for PowerEdge and PowerSwitch.

¢ Only the Components and Performance categories are used for Connectrix.

Scrolling down in this view shows the history of the health score for the system as shown
below. This graph displays the historical trend of the health score and details of any
issues over the displayed range of time.

Health Score History

From Sep 21,2025, 8:26:14 AM - To Now v &
° Health Changes
1200 sepz2 1200 Sep23 1200 Sep2e 1200 sep2s 1200 Sep 28 Sep 5, 11:26:14PM
B i B 7 _ o @ 5y les, 0 resolved issues
Sep 2520252326 \ o
: Health Score 7 9 @ 0 new issues, 2 resolved issues
- ® Heaith Changed e e
94 1 newissue, 0 resolved issues
L] L

Health Score Summary on Sep 25, 2025, 11:26:14 PM

HEALTH SCORE ALL ACTIVE ISSUES

(7o) 6

RESOLVED ISSUES

Active Issues

The storage pool ‘Disaster Recovery_Pool2’ is oversubscribed and growing at a substantially increasing rate, predicted to run out of space in 5 hours.

-30

gg Semmssue ()

The file system 'DR_Pcol2_FS1' is growing at a substantially increasing rate, predicted to run out of space in 5 hours.

The file system 'DR_Pool2_Fs2' is predicted to run out of space within a week

Host Remote_ESX1"is only logged in to 'SP A’ this host will lose connectivity in the event of failover.

-6

Resolution

This host does not have logged-in paths to both SPA and SPB. Review your connectivity to ensure that all hosts have a connection to both SPs to ensure High Availability. Health checks for this
hest can be paused under Admin -= Customization.

Sep 25, 2025, 267 14PM | NEW
-6 Host Remote_ESX2' is only logged in to 'SP B’ this host will lose connectivity in the event of failover.

qg wmmsnmu

Host ‘Remote_ESX3 does not have connectivity to either SP:

Selecting an issue listed to the right of the graph marks the change on the timeline. A
summary of the active issues displays below the graph. Selecting an individual active
issue opens a recommended resolution.

Selecting the calendar allows users to choose one of the predefined ranges or enter a
custom time range to display. A custom view is the default. Selecting any of the dates on
the right presents the list of issues for that date.
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Viewing a history of health issues across a longer-term time range can be helpful in
identifying recurring issues in the environment.

Storage system  The Inventory tab shows the configuration data and contract information for the selected

details — system as well as the physical and logical system components. For traditional storage

Inventory systems, the upper portion of this view provides the system attributes such as Location,
Code Version, IP Address, Service Plan, and Contract Expiration. Some attributes vary by
system type (such as Uptime and Hotfixes for the Unity XT family and Entitlement
information for APEX Block Storage for AWS).

The bottom half of the page provides details about the physical and logical components of
the system. The tabs differ based on product type but could include:

Pools (Unity XT family, SC Series, PowerVault, PowerScale/lsilon, APEX File
Storage for AWS) / Storage Resource Pools (PowerMax/VMAX)

Storage (Unity XT family, PowerStore, SC Series, and PowerVault) / Volumes
(XtremlQO) / Storage Groups (PowerMax/VMAX)

Virtual Machines (Unity XT family, PowerStore, SC Series, XtremlO, and
PowerMax/VMAX)

Drives (Unity XT family, PowerStore, SC Series, and PowerVault)

Hosts (PowerStore, PowerMax'4, Unity XT family, and XtremlQ) / Servers (SC
Series) / Initiators (PowerVault)

Consistency Groups (XtremlO)

Service Levels (PowerMax/VMAX)

File Systems (PowerMax)

System Health Checks (PowerMax)

Nodes (PowerScale/lsilon and APEX File Storage for AWS)
Appliances (PowerStore)

Storage Containers (PowerStore)

Quotas (PowerScale/lsilon and APEX File Storage for AWS)
Block (PowerFlex and APEX Block Storage for AWS)
Resources (PowerFlex and APEX Block Storage for AWS)

Gateways (PowerFlex, PowerScale/lsilon, APEX Block Storage for AWS, APEX
File Storage for AWS)

Cloud Infrastructure (APEX Block Storage for AWS, APEX File Storage for
AWS, PowerScale, and PowerFlex)

14 Host information for PowerMax requires Unisphere 9.2 or later.
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Storage system details

The Pools or Storage Resource Pools tab shows various information about the
configured storage pools including Total Size, Used %, Subscription %, Time to Full, and
Free. This information helps in understanding the pools at risk where the subscription rate
is greater than the total free storage and Time to Full has a defined prediction.

The Storage or Volumes tab shows all the storage objects in the system. Depending on
product type, this tab displays various used and free capacity information for storage
objects.

e PowerStore: Volumes, Volume Groups, and File Systems

e Unity XT family: LUNs, File Systems, VMware vStorage VMFS, and VMware
NFS

e SC Series: Volumes

e XtremlO: Volumes
e PowerVault: Base and Snapshot

This view can help to determine which specific object is consuming the greatest amount of
storage.

The Storage Groups tab (PowerMax/VMAX only) lists the storage groups on the system
with the capacity, the associated storage resource pool, the service level, and the status
of compliance with the service level objective.

The Virtual Machines tab (Unity XT family, PowerStore, SC Series, XtremlO, and
PowerMax/VMAX) lists the VMs on the storage system along with various details
including the operating system and associated vCenter, ESXi Server, and ESXi Cluster.

The Drives tab shows details of the drives for the given storage system and their location
in the system. It includes remaining endurance, storage tier, and firmware version. There
will also be an indication if there is a firmware update available.

The Hosts, Servers, or Initiators tab shows the details about the hosts attached to this
storage system. Host information differs slightly for each storage platform, and may
include hostname, IP Address, operating system, initiator protocol, and total accessible
storage for each host from the specific storage system. For PowerVault initiators, it lists
the initiator name, protocol, and total provisioned storage to each initiator from the storage
system. For PowerMax systems, it includes host group name, initiator type, number of
initiators, number of masking views, number of PowerPath hosts, and if the Consistent
LUN flag is set. For PowerStore, it provides host group name, OS, initiator protocol,
number of volumes and number of initiators.

The Consistency Groups tab lists the XtremlO consistency groups on the system
including their mapped status, number of volumes and total and used capacities.

The Service Levels tab lists the configured service levels on PowerMax systems along
with the expected response times.

The File Systems tab for PowerMax lists the name, used and total capacities, NAS
server, and protection and performance policies for each file system.
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Storage system details

The System Health Checks tab (PowerMax) provides pass or fail information for various
system checks.

The Nodes tab provides information about each PowerScale/lsilon node such as node
type, total, and capacity, used capacity, and associated pool. See the PowerScale Node
Details section for additional information.

The Appliances tab lists each appliance in the PowerStore cluster along with attributes
such as State, Serial Number, CPU, Used, Provisioned storage, as well as Overall DRR
(Data Reduction Ratio), Reducible DRR and Unreducible Data.

The Storage Containers tab provides capacity information for the storage containers in
the PowerStore cluster, including Overall DRR, Reducible DRR, and Unreducible Data.

The Quotas tab lists each quota path, quota type, threshold size, efficiency, advisory limit,
soft limit, and hard limit. See the PowerScale Quotas Details section for additional
information.

The Block tab is a drop-down list that displays the following components for PowerFlex
systems:
e Hosts — Host WWN, Operating System, IP address, Protocol, and Version

o Protection Domains — Total, Used, and Free Capacity and Protection Domain
State

e Fault Sets — Protection Domain Name and Fault Set State

e SDS - IP address, Version, State, Total Capacity, MDM Connection State,
Protection Domain, and Fault Set

o Storage Pools — Layout, Protection Domain, Total, Used, Spare, and
Provisioned Capacity

o Devices — Type, Total and Used Capacity, and Storage Pool

e Volumes - Type, Size, Mapped status, number of SDCs, Creation Time, Read
Only status, Secured state.

The Resources tab lists the PowerFlex Metadata Managers (MDMs) and whether they
are running in primary, secondary, tiebreaker, or standby mode. Management IP address,
version, and count information are also provided. Select Nodes to view information on the
Service Tags, Software Catalogs, Product Models and Product Versions of the nodes.
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The Gateways tab lists the secure connect gateways in use by the PowerFlex or
PowerScale system. Clicking the serial number opens the secure connect gateway
Details page shown in the following figure. The Gateway Details page provides
information about the secure connect gateway including serial number, version, site and
location information, and connectivity status. It also shows which systems it manages.

B ELMAPL01923

B Properties

Serial Number
Location

Site Name
Location ID
Software Version

Last Update Time
Systems

7 systems

System

Security DC

Finance DC

Finance Data Center

HR Data Center

sio-block-legacy-gateway-rack

scaleio-block-legacy-gatewa

IRO TAGS

ELMAPL01923IR0

Gateway Connectivity @ connected

Hopkinton, MA Gateway Heartbeat @ Connected

Home Office

Home Office 01

5.0.112-10

54 minutes ago
Identifier Model Remote Support
SIoLIC1124 PowerFlex software @ configured
sioLIc1122 PowerFlex software @ configured
ELMVXRTEST0004 PowerFlex rack @ configured
ELMVXFTEST0004 PowerFlex appliance @ configured
ELMISLFAGEF123 APEX File Storage for AWS @ configured
ELMISLFAGEF456 Isilon Cluster @ configured

LAUNCH SEGURE CONNEGT GATEWAY Ul [

API Access

»

@ configured
@ configured
@ configured
@ configured
@ configured

@ configured

The Cloud Infrastructure tab lists information about the cloud environment such as AWS
instance information, IP addresses, instance state, availability zone, product version, and
protection domain.

The following series of screenshots shows examples of the Inventory tab for various

storage types.
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E Finance powerMax_ 2000 | 000197900049 TAGS
| @ Potential Incident - fous data
7 Health 8 Inventory & Capacity [} Performance ® Cybersecurity
Unisphere Version ve.21 Connection Local Last Contact Time 54 minutes ago
PowerMax 0S i ] Embedded NO Location Round Rock, TX
Contract Expiration Oct 24, 2022 System Health Check °Wed‘ Jul 32019, 2:54:37 PM... Site Name ACME Headquarters
Service Plan ProSupport 4HR/Mission Critical 10PS Remaining Headroom  259992.3 Location ID ‘ACME Branch Office 01
Alternate Serial HK157900049
Storage Resource Pools Storage Groups Service Levels Hosts Virtual Machines Applications System Health Checks
2 storage resource pools [}
Name 7 % Effective Used  Total Usable Capa.. Used Usable Capacity(... Total Subscribed Capacity(T... Total Allocated C... Time To Full
Finance_SRP1 8.0% 98956.05 86916.39 98956.05 98956.05 Within a month
Finance_SRP2 3.0% 50240.5 31205 60.5 16.6 Greater than quarter
E Security Office  rowerscale cluster | ELmisLFaGEF789  TAGS Launch OneFs webul [
Fd Health & Inventory Capacity [l Performance
Contract Expiration @ Oct 14,2022 Version v9.4.0 Last Contact Time 52 minutes ago
Service Plan PREMIUM Node Count 3 Location Shanghai, CN
Inline Dedupe Status Disabled Site Name ACME Branch Office
Inline Compression Status ~ Enabled Loeation ID INITIAL_SITE_ID
Pools Nodes Quotas Gateways
1 pool )
Issues Name - Total Size(TB) Used(%) Time To Full Free (TB) Protection Scheme
2 Camera Recording Data Pool 23.04TB 911 Within a day 04678 +2d:1n
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Dell Unity XT:

Storage system details

B Disaster Recovery  uniy 400 FencHog72c32F2 TAGS LAUNCH UNISPHERE [4
E Inventor ;
F] Health Y Capacity [l Performance GENERATE PROSUPPORT ASSESSMENT
1Pv4 10003 Version 5.4.0.0.5.094 Last Contact Time 57 minutes ago
IPV6 2620:0:170:7430:260:1600:3c2c 3. Hotfixes 4.3.0.9433914.0.1.008, 4.3.0.943.. Location Hopkinton, MA
Contract Expiration © Nov 24,2020 SPA Up Time about 1 month Site Name ACME Branch Office
Service Plan ProSupport Plus SPB Up Time about 1 month Location ID ACME Branch Office 01
Pools Storage Virtual Machines Drives Hosts Applications
3 pools [}
Issues Name T Type Total Size (TB) Used (%) Subscription (%) Time To Full Free (TB)
~ Disaster Recovery_Pool1 Traditional 247 453 1455  Unpredictable 136
1 Disaster Recovery_Pool2 Traditional 127 547 1455 @ Imminent 62
v Disaster Recovery_Pool3 Traditional 82.5 54.5 145.5 ‘Within a month 37.5
B Security DC  powerFlex software | SIoLIC1124 TAGS LAUNCH POWERFLEX MANAGER [

P Health 8 Inventory Capacity [l Performance
Presentation Server IP 10.234.220.14 Generation Type Mirroring Last Contact Time 54 minutes ago
Entitlement Type Subscription PowerFlex Manager SWID  ELMVXFRENGOO1 Location Hopkinton, MA
Entitlement Expiration Oct 16,2025 Version 3.6.00 Site Name ACME Headquarters
Entitlement ID DLF67890 PowerFlex Manager Version — Location ID ACME Headquarters 01
Contract Expiration Oct 16,2025 Storage Node Count 2
Service Plan Prosupport HR MDM Count 3
Block Resources Gateways

View Hosts -

3 hosts il
Name Operating System Network Address Protocol Identifier Version Host IP
14b1e48500000000 Linux 192.168.177.28 sDC - 3.6.0.0 192.168.177.28
14b1e48400000000 Linux 192.168.177.47 sDC - 3.6.0.0 192.168.177.47
14b1e48600000000 Linux 192.168.177.27 sDC - 3.6.0.0 192.168.177.27
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Storage system
details —
Capacity

Dell AlOps: A Detailed Review

APEX Block Storage for AWS:

=
HR DC  apEx Block Storage for AWS | ELMSIOPRODTST004 TAGS LAUNCH POWERFLEX MANAGER [
Pd Health g Inventory £ Capacity [l Performance
PowerFlex Manager IP 10.55.139.192 Generation Type Mirroring Last Contact Time 57 minutes ago
Entitlement Type — Location Hopkinton, MA
Earliest Entitlement Expiration — ersion 4.5.0.250 Site Name CIQ Engineering Site
Entitlement ID PowerFlex Manager Version — Location ID INITIAL_SITE_ID
Service Plan Storage Node Count 3 Cloud Provider AWS
MDM Count 3 Region US-East2
VPC Name Cirrus VPC
VPCID vpc-050cecc20135dfd24
Block Resources Gateways Cloud Infrastructure
View Hosts -
3 hosts ]
Name Operating System Network Address Protocol Identifier Version Host IP
sDC3 Linux 10.55.142.172 SDC - 4500 10.55.142.172
soCl Linux 10.55.142.170 soc - 4500 10.55.142.170
spcz Linux 10.55.142.171 soe - 4500 10.55.142.171

The Capacity tab shows slightly different information depending on the product type. The
storage capacity details for PowerStore, Unity XT family, SC Series, PowerVault,
PowerFlex, and PowerScale/lsilon include:

o Total Capacity

e Storage Usage

e Drive Type Usage (not available for PowerStore, PowerScale/lsilon, PowerFlex,
APEX Block Storage for AWS, or APEX File Storage for AWS)

e Pools (not applicable for PowerStore)

The Total Capacity graph provides a breakdown of raw storage to Used, Free, and
Unconfigured Drives (Unprovisioned Capacity for PowerScale or Isilon).

Savings includes a breakdown of the Logical and Used capacity of the total storage visible
to the hosts, and the Efficiency Savings explained previously.

Storage Usage shows the consumed capacity of these categories of storage objects:

e LUNSs (Unity XT family)

¢ Volumes (PowerStore, SC Series, and PowerVault)

e Thick Volumes (PowerFlex)

e Thin Volumes (PowerFlex)

o File Systems (Unity XT family and PowerStore)

o Virtual Hot Spares (PowerScale/lsilon and APEX File Storage for AWS)
e User data (PowerScale/Isilon and APEX File Storage for AWS)

A Proactive Monitoring and Analytics Application for the Dell Environment




Storage system details

o VMware (VMware datastores for Unity XT family and PowerStore)

e Snapshots

e Storage objects (APEX Block Storage)

Drive Type Usage shows the drive types installed in the system, with configured and
unconfigured capacity. Hovering over the rings will show the details related to that

configuration.

The Pools table lists the configured storage pools on the system. It includes the Free,
Used, and Time to Full details for each pool. Selecting a pool name navigates the user to

the Pool Details page.

Thin and Copy Savings

Data Reduction

Pools

3 pools

Name 1

Disaster Recovery_Pool1

Disaster Recovery_Pool2

Disaster Recovery_Pool3

B4 Health B Inventory & Capacity
Total Capacity 131.6 TB

 Physical Used 68.5 T8 Free 53.1TB

W Unconfigured Drives 10 T8

Provisioned 58278
Logicalused [ 68.5T8
Savings

Overall Efficiency 8.5:1
Thin Savings 181
Snapshot Savings 12.31

1.81

451

E Disaster Recovery unity a0 FencHog72c3272 TAGS

[l] Performance

Storage Usage
68.5%
Used
[l snapshots
W wons
[l File systems
VMware
Used (%)
453
E P
547
0 A
545
) P

3197TB
14678
11.6TB
109TB

Time To Full
Unpredictable
@ imminent

Within a month

Drive Type Usage

LAUNCH UNISPHERE [£

GENERATE PROSUPPORT ASSESSMENT

—
[l sAsFlash 2 41.6TB
SASFlash3 16TB
W ses 156 TB
W nsas 50 TE

0

Free (TB)

13.6

6.2

375
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XtremlO systems show the Capacity Forecast chart on the top of the page. The bottom of
the page shows the total capacity broken down by used and free along with a detailed

data reduction chart.

B Prod with iCDM x| sio00174657100

&£ Capacity

P Health E Inventory

Capacity Forecast

TAGS

[[ Performance

Predicted Date to Full: Jan 11, 2026

LAUNCH WEB Ul [

From 3 months ago - To  Predicted Full - Actual Growth per Month  (13.4 TB) 10.0 % of Total
Jul 7 Jul 21 Aug 4 Aug 18 Sep1 Sep 15 Sep29 0Oct13 Oct 27 Nov 10 Nov 24 Dec 8 Dec 22 Jans

727678

545.7TB

363.8TB

181978

..................................... °
0B
Free T Used Total - Forecast Used Confidence Range — Provisioned
Total Capacity 134 TB 6 7 . ‘I
. . | DRR

_ You saved S00TE
H Physical Used 87 TB Free 47T8
Provisioned 25P8
Logical Used '] 8778
Savings
Overall Efficiency 30:1
Thin and Copy Savings 451
Data Reduction 671

Compression 214 LOGICAL DEDUPLICATION COMPRESSION PHYSICAL

58712 211 871z
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PowerStore systems provide the Capacity Forecast chart at the top of the page. The
bottom of the page includes charts for physical and logical usage and the space savings
due to data reduction. Also included under User Data Saving is the Overall DRR, the
Reducible DRR, and the Unreducible DRR. Expanding the Details section shows specific
savings relating to efficiency.

B Manufacturing_Prod  rowerstore 1000x | Rv425162 TAGS LAUNCH ELEMENT MANAGER (3
] Health B Inventory & Capacity [ Performance @ Cybersecurity GENERATE PROSUPFPORT ASSESSMENT
Capacity Forecast Predicted Date to Full: Greater than Oct 6, 2025
From 3 months aga - I To  Farthest Prediction Point - I Actual Growth per Month (1.6 TB) 8.5 % of Total
hn30 7 Jul1a 21 Juiza Augd Aug 11 Aug 18 fug23 Sep1 Sepd Sep 13 Sep22 Sep20 Octé
27378
22778
18278
12578
918
45TB
oB
Free T Used Total Forecast Used Confidence Range — Provisioned
Physical Usage User Data Savings
Total Physical Capacity 25.0 TB 4 7 . ‘I
. . DRR
- You saved 6.25TB
W Used 6.25 Free 18.75TE
Logical Usage
Total Provisioned Capacity 25.0 TB
M Used 125 Free 125TB
> Details
SHARED LOGICAL PHYSICAL USED
1257 6257
Overall DRR 471
Reducible DRR 1.0:1
Unreducible Data 21TB
v Details
Overall Eficiency 12.1:1
Thin Savings 211
Snapshot Savings 10.0:1
Thin and Copy Savings 211
Data Reduction 471
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PowerMax or VMAX systems display Used and Free capacities for Subscribed, Snapshot,
and Usable storage as well as the storage efficiency ratios and the percent used per
storage resource pool. PowerMax 2500 and 8500 display effective capacity.

Finance powervax_2000] 000197900049 TAGS
0 Potential Ransomware Incident - Suspicious data encryption/compression
f] Health E Inventory € Capacity [l Performance @ Cybersecurity
System Usage Efficiency
Physical Capacity Overall Efficiency 10.1:1
Physical 67.2 TB
Data Reduction
_ el e et
Ratio on Reducible Data
MW Used 311 TB Free 361 T8 Enabled Percent 8%
Provisioned Capacity virtual Provisioning Savings 1.5:2
Provisioned 91 TB
_ T o
M Used 33.2TB Free 57.8 T8
Provisioned Physical Capacity 106 %
Snapshot Capacity
Snapshot 5.6 TB
W Used3.27B Free 2.4TB
Storage Resource Pools
u]
Name 1 Used (%) Effective Used (%) Time To Full
Finance_SRP1 88.0 8.0% within a month
25 = 7
Finance_SRP2 — 51.0 3.0% Greater than quarter
= E s
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PowerFlex provides a breakdown of Total Capacity based on physical used and free. It
also provides total provisioned and logical used charts and overall efficiency based on thin
and snapshot savings and data reduction. The bottom of the page provides a list of pools
with used percentage, time to full, and free capacity.

B Finance DC powerFlex software | Si0LIC1122

- .
A Health @ Inventory S Capacity

Total Capacity 7.7 TB

W Physical Used 2.3 TB Free 5378

Provisioned

Logical used I

Savings

Overall Efficiency

Thin And Snapshot Savings

Data Reduction

Pools

2 pools
Name 1\

SPooll —

@ Performance

103TB
387TB

5.31

2.7
2.611

SPool2

Storage Usage

3.8
Used
[l Thick volumes 80068
[l Thin Volumes 3878
[l snapshots 67.1 MB
0
Time To Full Free (TB)

Greater than quarter

Imminent

LAUNCH POWERFLEX MANAGER [

7.0
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PowerScale and APEX File Storage for AWS provides a capacity forecast chart at the top
of the page. The bottom of the page breaks down total capacity by used, free, and
unprovisioned. Virtual hot spare (VHS), efficiency, and data reduction information are also
provided. Used storage is broken down by snapshots, VHS, and user data.

B Security Office  powerscale cluster | ELMISLFAGEF789 TAGS Launch OneFs WebUI [4
P Health E Inventory € Capacity [] Performance
Capacity Forecast Predicted Date to Full: @ Full within 6 hours
Remaining Capacity 613.4GB  From Yesterday - & To  Tomorrow - & Actual Growth per Month  (58.9 TB) 255.7 % of Total
Sep 25 08:00 16:00 Sep 26 08:00 16:00 Sep27 08:00 16:00 Sep28
Contributors to Gapacity Consumption 27378
Next 24 hours:
2778 ee———
1 storage objec e Ry T T T YT R E T T TR R XX YY]
I % Capacity Predicted
Heme To Be Consumed | 182TB
Camera Recording Data Pool 100% (960 GB)
12678
91TB
45TB
oB
Free 7 Used Total = Previous Forecast Previous Confidence Range
Total Capacity 23.04TB
Storage Usage
M Used (Userdata + VHS) 2178
21
Free 20478 .
Unprovisioned Capacity oB Used
Virtual Hot Spare(VHS) 4TB
Enabled Subtract the space reserved for the virtual
hot spare when calculating avallable free [ snapshots 978
space W s aTe
Enabled Deny data writes to reserved disk space
I user ERE!
Savings
Efficiency Ratio 1.07:1
Data Reduction 1.07:1
Deduplication 1071
Compression 1.07:1
POOLS
Name Free(TB) Used(%) P Time to full
Camera Recording Data Peol 04678 o1 [—— within a day

Storage system The Performance tab is supported for all storage systems and APEX storage systems for

details — AWS. It is similar to the Performance tab for Pools discussed earlier in this paper. The top

Performance portion of this tab is the Object Activity, and it shows key performance metrics for storage
objects sorted by their 24-hour averages. The result is that the user immediately sees the
top contenders for resources on the system.
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The following metrics are displayed with a 24-hour trend line and the 24-hour average.
They are sorted to show objects with the highest averages over the last 24 hours, allowing
the user to immediately see the top contenders for resources on the system.

e Latency (PowerStore, PowerMax/VMAX, Unity XT family, XtremlO), Volume
Latency (SC Series)

e |OPS (all platforms)
e Bandwidth (all platforms)

Notes:

e For PowerMax or VMAX systems, Dell AlOps displays these performance metrics at the
Storage Group level.

o For PowerStore, the Object Activity charts show data for File Systems and either Individual
Volumes or Volume Groups.

e Top Object Activity is not displayed for PowerScale or Isilon, PowerFlex, or APEX Storage for
AWS.

The remaining charts show a 24-hour history of key system level performance metrics
with an overlay of historic seasonality. The metrics vary slightly by product type:

e Latency (all platforms except PowerVault)
o |OPS (all platforms)

e Backend IOPS (for Unity XT family - if multiple storage tiers exist, each tier has
a separate chart)

e Bandwidth (all platforms)

e Storage Processor Utilization (Unity XT family) / Controller Utilization (SC
Series) / CPU Utilization (XtremlO, PowerScale or Isilon, and APEX File
Storage for AWS)

e Client (PowerScale or Isilon and APEX File Storage for AWS)

e Protocol: Latency (PowerScale or Isilon and APEX File Storage for AWS)

e Protocol: IOPS (PowerScale or Isilon and APEX File Storage for AWS)

e Protocol: Bandwidth (PowerScale or Isilon and APEX File Storage for AWS)

e Volume Latency (SC Series)

Note: For the Unity XT family, the system performance page has both a Past 24 Hours view and a
Forecast view. Performance forecasting is only supported for the Unity XT family and is discussed
below.

For additional performance metrics, the user can select the Create Report button in the
upper right corner of the Object Activity window to access the Report Browser.

Dell AlOps identifies performance anomalies on all system level performance charts for all
system types. A shaded blue area identifies performance anomalies. For Unity XT family,
PowerStore, PowerMax, PowerScale, and PowerFlex systems, Dell AlOps identifies
areas of performance impact on the Latency chart. A pink shaded area identifies
performance impacts. Similar to the latency chart for Unity XT storage pools, the user can
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select the DETAILS button to see the most likely competing workloads causing the
impact.

For APEX File Storage for AWS, Unity XT family, PowerMax, PowerStore, PowerScale,
and PowerVault systems, configuration changes are identified as rectangles along the X-
axis of the charts. Selecting the configuration change rectangle opens the Storage
Configuration Changes window which contains details of the changes. By identifying when
configuration changes occur, Dell AlOps helps the user potentially correlate configuration
changes in the environment to performance impacts.

Selecting any area in the Latency, IOPS, and Bandwidth charts for any system type
(except APEX Block Storage for AWS and PowerFlex) displays the top five most active
storage objects during that time period in the left side of the chart. Objects would be LUNs
or file systems for Unity XT family, volumes or file systems for PowerStore, volumes for
SC Series, PowerVault and XtremlO, storage groups for PowerMax or VMAX, and nodes
for PowerScale and APEX File Storage for AWS. In the example below, the area around
the second impact with the performance anomaly is highlighted and it shows the most
active objects on the left side of the screen. For PowerStore, Unity XT family, and
PowerVault, Dell AlOps also provides the Best Match tab identifying objects whose
performance characteristics most closely correlate to the selected range in the
performance chart. The Best Match tab is shown in the IOPS chart below.

Latency
click on a point, or drag a region on the graph, ta generate a list of the top 5 most active and best matching storage objects
N Performance Impact  Sep 26, 2025 01:20 - DETAILS
over that time period. Selecting a time period greater than 8 hours can result in a longer than usual wait time to display results.
X s 12:00 16:00 Sep 25 00:00 04:00 08:00 Performance Impacts X
20:30 Sep " 01:00 02:00 03:00
20:30 Sep 5ms
Most Active Best Match g 26ms
6ms -
M3us
Disaster Recovery 18ms
> Contention: Top 3 of 4 rescurces
Object Name Average ams
DR_Pool1_LUNT 152 ms > Possible Cause: 10PS of top 3 of 6 obje
2ms
DR_Pool1_LUNZ 152 ms
DR_Pool2_LUN1 116ms
0
DR_Pool2_LUNZ 10.5 ms
DR_Pool3_LUN1 21 ms Performance Impacts 1 (1 with anomaly) - Anomaly [ HIGH
I0PS

Click on a point, or drag a region on the graph, ta generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can result
in a longer than usual wait time to display results

11:00 14:00 17:00 Sep25 23:00 02:00 05:00 08:00 il
tivity 80k I0PS
23:35 Sep 25, p 26, 2025
Most Active Best Match
60k I0PS
Disaster Recovery 12.3k IOPS
Object Name
40k |OPS
DR_Pool3_NAS_Datastore6
DR_Pool3_NAS_Datastore5 20k 1095
DR_Pool3_NAS_Datastore4
DR_Pool3_NAS_Datastore3 010PS
DR_Pool3_NAS_Datastore2 Average 10.6k IOPS Maximum 46.8k IOPS Minimum 1k IOPS - Anomaly -/ NONE
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As with Pools performance, the user can select the Details button and see possible
causes and resource contention for performance impact.

Note: Resource contention is supported for Unity XT family systems only.

The Unity XT family supports performance forecasting charts. By selecting the Forecast
radio button, users can see SP Ultilization historical trends and forecasting along with
predicted date to reach maximum. This allows users to properly balance and plan future
workload requirements.

B Market Research  unimv T ssor | FenchosT2c3264

Health Inventary Capacity il Performance
@ Forecast
SPA Utilization Forecast Pradicted Date to Maximum Dec 6, 2022
From 3 months age T To Predicted Maximum i)
P 18, P
.
T SPA Urilization  — Maximum ... SPA Utilization Foracast Confidence Range
SPB Utilization Forecast Predicted Date 1o Maximum Dec 6, 2022
From 3 months ago ~ & To Predicted Maximum Ml

[ LAUNCH UNISPHERE

The Cybersecurity tab is available for systems that have Cybersecurity enabled.
Cybersecurity is supported for PowerMax, PowerStore, PowerEdge, and PowerProtect
DD and DDVE systems, and will continue to expand coverage to other Dell assets.

The top of the Cybersecurity tab shows information provided in the multisystem view: The
System Risk Level, the total number of misconfigurations, and the total number of security

advisories for this system. Below this summary are two sets of tabs: Misconfigurations
and Security Advisories, and Misconfigurations and Evaluation Plan.

The Misconfigurations tab in the first tab set shows the summary of active issues, and
the percentage of tests enabled in the Evaluation Plan. The Security Advisories tab
summarizes the current advisory totals according to their impact at the top of the tab, and

the bottom of the tab displays a list of security advisories applicable to the current system,
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including the Advisory ID, the impact of the advisory, a summary, the advisory type, the
last updated time, and a link to the advisory article.

B Finance poweMax 2000 000187000040 TAGS
€ Potential Ransemware Incident - data
P Health B Inventory 8 Capacity [l) Performance © Cybersecurity
High  RiskLevel @ 3 B 4
Misconfigurations Security Advisories Incidents
MISCONFIGURATIONS SECURITY ADVISORIES
Misconfigurations Evaluation Plan
o,
2 1 3 100% 10 of 10 Tests
Selected
Medium Low Total
MISCONFIGURATIONS EVALUATION PLAN
3 misconfigurations
Severity 1 | Misconfiguration Created 2 T
> Low SNMP trap destination is not configured 23 days ago
v 4p Medium Data at Rest Encryption is disabled 36 days ago
Description: Created
This test verifies whether Data at Rest Encryption (D@RE) is enabled Aug 21, 2025, 06:53:39 AM UTC
D@RE prevents data visibility in the event of its unauthorized access or theft.
Security Control Family
- System and Communications Protection
Remediation:
Enabling D@RE requires re-installation of the PowerMax system. Evaluation Test
Contact Dell Technical Support for help. Data At Rest encryption enabled
> 4P Medium LDAP server certificate verification is disabled 10 days ago
MISCONFIGURATIONS SECURITY ADVISORIES
Impact
01 A ®0 0
Critical High Medium Low
2 Security Advisories
Advisory ID Impact 2 | Synopsis Type Updated 1 Action
D8A-2021-185 ° Critical Dell EMC Unisphere for Po. Storage Sep 22,2021, 12:00:00 PM.. View Article [
DSA-2021-134 A\ High Dell EMC Unisphere for Po Storage Apr 11,2021, 12:00:00 PM View Article [4

The Misconfigurations tab in the second tab set lists all active issues identified on this
system. Expanding each issue provides a detailed issue description and the
recommended remediation. Users can also see how many days ago the issue was
created, the security control family (defined by NIST 800-53 R5), and the name of the
evaluation test. PowerMax systems additionally display the systems reporting the issue in
the “Reported By” field.
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The Evaluation Plan tab lists all possible tests for this system type. The evaluation tests
are grouped into Security Control Families. Each family can be expanded to show the
individual tests that make up the group and one of the following statuses for each test:

OK — Test is enabled and no issues identified.

Deviation — Test is enabled, and an active issue exists.

Not In Plan — Test is not enabled.

Not Applicable — Test is for a capability that depends on another capability that

is disabled.

Not Supported — Test is not supported for the system version.

Not Evaluated — Test is for a system where the Evaluation Plan is disabled, or
the test has not yet been run.

When an active issue exists, the Last Detected Column shows the first time the issue was
detected. When an issue does not exist, it shows the last time this data was changed (as
reported by the system).

There is a details icon which shows the details of each test. In instances where there is a
deviation, it will also show the recommended remediation.

10 evaluation tests

Evaluation Tests

MISCONFIGURATIONS EVALUATION PLAN

Status

> Access Control

v Audit and Accountability

Remote Syslog enabled oK

~  Configuration Management 1 deviation
Determine if any SNMP trap destination is configured  Deviation

> Identification and Authentication 1 deviation

»  System and Communications Protection 1 deviation

Last Detected

Aug 7, 2025, 04

Aug 7, 2025, 04

Details

Remote Syslog enabled X

This test verifies whether Remote Syslog is enabled.
The custemer needs to know whether security logs are being copied to a remote
destination. This could be an additional requirement or a vulnerability, depending on

time and situation

No Issues
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Introduction Block objects include LUNSs for Unity XT family systems and volumes for PowerStore, SC
Series, XtremlO, PowerFlex, and PowerVault. They can be accessed from the Storage
listing for individual systems and pools and can also be found using global search.
PowerFlex and APEX Block Storage for AWS volumes are accessed from the Volumes
view under the Block tab.

Block object The Properties tab for a block object displays attributes for the object and any health
details — issues associated with this object. The bottom of the page varies slightly depending on
Properties storage type. It displays the Hosts (for Unity XT family, PowerStore, PowerFlex, and

XtremlO systems), Servers (for SC Series), or Initiators (for PowerVault) associated to the
object. The Virtual Machines tab lists information for VMs residing on the object and is
available for Unity XT family, SC Series, and XtremlO objects. The Consistency Groups
tab is available for XtremlO volumes, listing consistency group information to which the
volume belongs. The VTree tab lists the volume trees for PowerFlex along with the type,
provisioned and used space, and creation time. PowerFlex block objects also have a
Snapshots tab that lists each snapshot, size, creation time, parent ID, and VTree ID.

-
= Market Research > MR_P0ooI1_LUN1 LAUNCH UNISPHERE [
B Properties & Capacity [l Performance ¢ Data Protection
Pool @ Market Research_Pool
Total Issues 0 Total
Type LUN
FAST Cache - Components v
FAST VP Policy Start High Then Auto-Tier Configuration v All health checks were successful
Consistency Group MRADP1CG Gapasity y
Thin Yes \/
Performance v
SP Owner SPA
cLD .10 Data Protection
WWN 60:06:01:60:0A:30:3E:00:AB:2D:...
Data Reduction On - Advanced
Hosts Virtual Machines Applications
2 hosts i}
Issues Name T Network Address Operating System Initiator Protocol Initiators (#) Total Size (TB)
MRApp1_Host1 10.0.0.20 Windows Server 2012 FC 2 5.8
1 pp d
1 MRApp1_Host2 10.00.21 Windows Server 2012 FC 2 5.8
PP
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The Capacity tab for Unity XT family, SC Series, and PowerVault block objects provides
details for the capacity being used including Data Reduction savings and capacity
utilization by Snapshots. The Historical Trend shows the capacity changes over time
helping users identify increasing trends to anticipate future capacity usage.

& Market Research > M

B Properties

Size
Data Reduction Savings

Allocated

Total Capacity 3 TB

Allocated 825GB

g Capacity

R_Pool1_LUN1

ili Performance U Data Protection

3718
1.1:1 (5% or 256.0 MB)

825GB

Mon-base Space Used

Total Pool Space Used

Tier Distribution

Tier

[& LAUNCH UNISPHERE

990 GB

18TB

Data Distribution (%)

Extreme Performance 100.0
Historical Trend
Value Last Received .
From: 3 months ago - To: Today -
Total 129718
Allocsted (05117378 SA 15Aw RAg A 550 123 9.5 26.5ep 3.00 0.0 17.0m 2400 .0 T.Nov
4]
%0978

The Capacity tab for a PowerStore volume provides provisioned, logical used, physical

used, and free capacities along with a capacity trend and forecast. Data for reducible and
unreducible data is also available.

Manufacturing_Prod > Volumes-001 LAUNCH ELEMENT MANAGER [}
[E Properties S Capacity [l Performance ) Data Protection
Used Capacity 427 MB snapshot/Thin Clone Space Used 0 Family Overall DRR 65.8:1
Free Capacity 507 MB Thin Saving Ratio 1051 Family Reducible DRR 63.8:1
Provisioned 168 snapshot Saving Ratio 10.501 Family Unreducible Data 0B
Total Capacity 1 GB
W Used 427 MB Free 597 MB
Capacity Forecast Predicted Date to Full: Learning
From 3 months ago ~ To  Today ~ & Actual Growth per Month  (474.5 MB) 46.3 % of Total
Jun 30 Jul Jul 14 Jul 21 Jul 28 Aug 4 Aug 11 Aug 18 Aug 25 sep1 Seps Sep15 Sep22
1268
9537 MB
7153 MB
476.8MB
e /
0B
Free 7 Used Total
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The Capacity tab for an XtremlO volume does not support the historical trend. Volume
Size, Physical Used, and Free metrics are graphed as shown below.

B Prod withicom > iCDM-Vol1-Copy1

E Capacity

= Properties

Total Capacity 750.0 GB

M Physical Used 680.0 GB Free 70.00 GBE
Block object The Performance tab for block objects (PowerStore, Unity XT family, SC Series, and
details — PowerVault) provides performance details for the block object activity. Similar to the
Performance system and pool level performance charts, Dell AlOps identifies performance anomalies

for each performance metric. For Unity XT family systems and PowerStore, Dell AlOps
also identifies performance impacts at the object level.

The default view displays LUN or Volume performance graphs for the following storage
object metrics:

e Latency (Unity XT family, SC Series, PowerStore)

e |IOPS (all)

e Bandwidth (Unity XT family, SC Series, and PowerVault)
e % Read (Unity XT family, SC Series, and PowerVault)

e 10 Size (all)

¢ Queue Length (Unity XT family and SC Series)

¢ Queue Depth (PowerStore)

Highlighting an area in the performance charts for a block object identifies up to the five
most active virtual machines contributing to the metric during that time period. Unity XT
family systems and PowerStore have the additional feature of providing the virtual
machines that most closely correlate to the behavior in the selected time range. This
correlation is shown under the Best Match tab.

The following image shows two performance impacts on a Unity XT block latency chart.
The first is an impact only, the second is an impact with a performance anomaly.
Selecting the Details button opens a window on the right side of the chart identifying
storage objects whose IOPS are correlated with the rise in latency for the impacted LUN.
These objects are the most likely candidates causing workload contention and the
performance impact. Dell AlOps also identifies if there is possible resource contention for
Unity XT LUNs experiencing a performance impact.
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Latency
Click ona peint, or drag a region on the graph, to generate a list of the top 5 most af:l\ve anFI best matching storage objects over that time period. Performance Impact  May 30,2024 1925 . DETAILS
Selecting a time period greater than 8 hours can resuit in a longer than usual wait time to display results. R
12:00 1600 20:00 31. May 04:00 08:00
[ Object A 15ms ! Performance Impacts . .
23:50 May 30,2024 - 01:20 May 31,2024 . s £51D BED
MOST ACTIVE BEST MATCH rEsme B 52ms ‘Jm
]
MR_Pool1_LUN1 56ms e
> Contention: Tep 2 of 2 resources

Object Name

~ Possible Cause: IOPS offop3of6o

Market Research. 16ms
MR_VM1 1ms MR_Pool1_LUN2

2ax
MR_VM2 524ps 25m 2 m_,_,\,/‘L_A

4
Market Research. 482 ps 0 -
MR_Pool1_NAS Datastorel

Prod_VM5 310ps Performance Impacts 2 (2 with anomaly) - Anomaly I HIGH ok -

~

In the following screenshot, a region of the IOPS chart is highlighted. The left side of the
chart displays the Most Active tab which displays the most active virtual machines
contributing to the metric during that time period. In the Bandwidth chart, the Best Match
tab is selected which identifies the VM whose bandwidth most closely correlates to the
metric during the selected time period.

I0PS

Click on 2 point, or drag  region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can resultin a

longer than usual wait time to display resuits.

X 15:00 18:00 21:00 26.Sep. 03:00 06:00 09:00 12:00
[ Object Activity 80K 10PS
21:40 Sep 25, 2025 - 22:45 Sep 25,2025
Most Active Best Match
60k 10PS
MR_Pool1_Fs1 9.5k I0PS
Object Name Average
40k I0PS
MR_VM1 2510PS
Market Research.. 24 10PS 20K I0PS
Market Research.. 1010PS
MR_VM2 8I10PS 010PS
Average 22.3k IOPS Maximum 40.9k IOPS Minimum 1k IOPS - Anomaly -/ NONE
Bandwidth

Click on a point, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can resultin a
longer than usual wait time to display results.
i i X 15:00 18:00 21:00 26.5ep 03:00 06:00 09:00 12:00
[ Object Activity 762.9 MBps
02:10 Sep 26, 2025 - 04:00 Sep 26, 2025

Most Active Best Match

5722 MBps
MR_Pool1_FS1 77.6 MBps
Object Name Average

381.5MBps
Market Research 222 KBps
MR_VM1 15.4 KBps 1507 1Ee
Market Research 4.8 KBps \
MR_VM2 885 Bps 08ps

Average 140.9 MBps Maximum 163.8 MBps Minimum 9.8 KBps =+ Anomaly +/ NONE

Dell AlOps: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment

113



Block object details

Block object The Data Protection tab for PowerStore, Unity XT family, and SC Series block objects
details — Data displays how data protection has been configured for the selected object. There are two
Protection levels of data protection available:

e Replication — remote protection from system to system
e Snapshots — local protection within the system

The Replication section on the top of the page shows replication details and status of the
replication session. The Snapshots section at the bottom half of the page shows how data
is backed up within the system using snapshot technology. Snapshot schedules and
deletion policies are displayed. The snapshot list can be exported to a CSV file.

& Market Research > MR_Pool1_LUN1 [ LAUNCH UNISPHERE
Properties 1 Capacity Wil Performance [ Data Protection
Replication
Session Name rep_async 1o
1 s inutes)
Mode Asynchronous (60 minutes) Auto Sync Configured
Local Role Source °
Syne state tale Market Research Disaster Recavery
Sync Progress 80% complete, about 30 minutes remaining MR_Pool1_LUN1 DR_Pool3_LUN
Sync Transfer Rate 395.2 MB/Sec
Time of Last Sync Men, Oct 17 2016, 5:50:21 PM UTC
Snapshots Schedule Name: Snap Schedule all rules
Rule Schedule
Rule 1 Every Tuesday, Wednesday, Thursday, Friday, Saturday, and Sunday at 11-00 PM, retain for 14 days

Note: Schedule times are in UTC displayed in 12-hour format.

Pool Deletion Policy

Start deleting snapshots when the total pool consumption reaches 95%, and continue deleting until the total paol

consumption reaches 85%

Start deleting snapshots when the pool consumption by the snapshots reaches 23%, and continue deleting until the

peol consumption by the snapshots reaches 20%

7 snapshots M
Name - Source State Taken  TakenBy Attach... Lastwritable Time  Modified  Auto Del.. Creation Time
mySnap-17168. MR_Pool1_LUN1 Ready Thu, May 9 2024, Snap Schedule all rules No Sun, May 5 2024, No No Thu, May 9 2024,
mySnap-17166... MR_Poal1_LUN1 Ready Thu, May 9 2024, Snap Schedule all rules No Sun, May 52024, .. Yes No Thu, May 9 2024, ..
mySnap-17168. MR_Pool1_LUN1 Ready Sat, Apr 27 2024, Snap Schedule all rules No Thu, Apr 25 2024, Yes No Sat, Apr 27 2024,
mySnap-17168 MR_Pool1_LUN1 Ready Sat, Apr 13 2024, Snap Schedule all rules No Tue, Apr 92024, . Yes No Sat, Apr 132024,
mySnap-17168... MR_Pool1_LUNT Ready Sun, Mar 24 2024, Snap Schedule all rules No Fri, Mar 22 2024, ... Yes No Sun, Mar 24 2024...
mySnap-17168 MR_Pool1_LUN1 Ready Thu, Mar 28 2024 Snap Schedule all rules No Tue, Mar 26 2024. Yes No Thu, Mar 28 2024
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Introduction File Objects (PowerStore and Unity XT family systems) are accessible in the Storage
listing for individual Systems and Pools. File objects can also be accessed using global
search.

File object The Properties tab displays various attributes for the file object and any health issues

details — found for the object. Attributes for Unity XT file objects include the Pool, FAST VP Policy,

Properties NAS Server, Protocol, and Data Reduction status. It also allows users to pause the

capacity health check for the file system. This can also be accomplished from the
Customization menu under Admin. See Dell AlOps administration for more details.

The bottom half of the view includes two tabs: Virtual Machines and Applications.

The Virtual Machines tab shows any virtual machines that reside on the file object.

5 Market Research » MR_P0o0l1_FS1

§ Properties £ Capacity [l Performance ) Data Protection

Pool ) Market Research_Pool! PAUSE CAPACITY HEALTH CHECKS

Type File System
Thin ves Total Issues 0 Total

FAST Cache Components

FAST VP Policy Start High Then Auto-Tier

Configuration All health checks were successful.
NAS Server NAS_Server_5
Capacity
cuip sv.910 \/
Protocol Linux/Unix Shares (NFS) Performance
Data Reduction On-Standard Data Protection
Virtual Machines Applications
1 virtual machine t
Name 1 Export Path Network Address Operating System VCenter ESXi Cluster
MR_VM2 10.1.2.3u/nfs_share 10012 Red Hat Enterprise Linu..  Dell venter! core LocalEsx1 Research Cluster

The Applications tab shows information about the applications connected to the system.
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Attributes for PowerStore file objects include description, NAS server, and protocol. The
bottom half of the page provides information for NFS export or the SMB path, virtual
machines on the file object, and the applications connected to the system.

@ Manufacturing_Prod > fs_1 TAGS LAUNCH ELEMENT MANAGER [
8 Properties & Capacity [ Performance ) Data Protection
Applince Manufacturing Proc-sppliance- S Y
Type File System
Description test file system Components
NAS Server Name NasCCT_dev_1 Configuration All health checks were successful.
Protocol NFS Capacity
Data Protection
NFS Export SMB Path Virtual Machines Applications
1 NFS export ™
NFS Export Name 1 NAS Server Name NFS$ Export Path Local Path
Export One NasCCT_dev_1 /path/toexport Jlocalfpath
File object The Capacity tab for a Unity XT file object provides details for how the file capacity is
details — being used, including capacity utilization for snapshots and Data Reduction Savings. The
Capacity percentage used is based on the actual data written to the file system.

The Capacity Forecast shows a historical trend and capacity changes since the object
was created. Dell AlOps predictive analytics algorithms are applied to provide ongoing

predictions as to when the file system will become full.
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File object
details —
Performance

File object details

Hovering across the trend line displays the total, used, and free values for that selected

point in time.

B3 Market Research » MR_Pool1_FS1

B Properties @ Capacity [li Performance W Data Protection

Capacity Forecast Predicted Date to Full: Nov 28, 2022

Total Capacity 4 TB

M Physical Used 880 GB | Allocated 1.1 TB

| Tier

From 3 months ago M To  Predictad Full M| Actual Growth per Month (96,8 TB) 19.7 % of Total
8. aug 15.Al  22A)  29.Aug 5.5:p 12 52 1950 28.5ep 200 1000 700 24 0t oz 7.Now leNov  2LNew 28 Nov
727678
45778
.
363.8TE
2978
(-]
Free T Used Total -~ Forecast Used Confidence Range — Subscribed
Size aTs Snapshot Space Used 0&TE
Allocated 11TE Total Pool Space Used 1978
Used 3% Data Reduction Savings 1.1:1 (5% or 256.0 MB)

Tier Distribution

Extreme Performance 1.5

Data Distribution (%)

The Capacity tab for a PowerStore file object provides total, used, and free logical

capacity metrics.

@ Manufacturing_Prod > fS_1 TAGS LAUNCH ELEMENT MANAGER [4
E Properties € Capacity [l Performance U Data Protection
Used Capacity 427 MB Total Capacity 1 GB
Free Capacity 597 ME
Total Capacity 168 _
Family Overall DRR 61.8:1 I Used 427 MB Free 597 MB
Family Reducible DRR 57.6:1
Family Unreducible Data oe

The Performance tab provides 24-hour performance charts for the following metrics for

both Unity XT and PowerStore with the noted exceptions:
e Latency
e |OPS
e Bandwidth
o %Read (Unity XT only)
e 10 Size
e Queue Length (Unity XT only)
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File object details

Performance impact analysis is supported and identified as pink shaded areas on the
Latency chart. Performance anomalies are supported for each of these metrics.

Note: Latency and Queue Length metrics are available for Unity XT v5.0 and higher.

ES Market Research > MR_Pool1_FS1

Properiies Capaciy U Performance ¢ para protection
Viewing data from the last 24 hours S CREATE REPORT

Latency

Click on & poirn, or drag & region on the graph, 1o.generate a ist of the top 5 mast active and bast matching storage objects over that time period

Perte Impact  Hev 6.2022 2035
Salecting 2 time period grester then & hours c2n result in 2 langer than wsuz! wait tme to dissiay results. ermance imes

- E

Mretic 200 1500 a0 20 7
Latancy

Historical Seasonlity
Aromsy

Performance Impacts.

Performance Impacts 2 (1 witianomaly) = Anomaly /T HIGH

10PS

Click an & peint, or drag 2 region on the graph, fo-generate a ist of the top 5 mast active and best matching storage objects over that ime priod. Selecting & time peried greater thin 8 hours can resultina longer than usuzl wait
timeto display rasuits

et T30 50 ] nam 7.
10PS
Historical Seasonality sacioes
Hverage 22.3K 10PS Maximum 209k 10PS Misimum 1% 10PS - Anomaly / NONE
Bandwidth

g 2 region on the graph, o generete  list of the top 3 most active and best metching storage objects overthat ime period. Selecting a fime period greater than & hours can result in @ longer then wsusl wait

e

Bandwidth

Historical Seasonality

[

Average 140.8 MBps Maximum 163.8 MEgs Minimum 0.8 KEps. = Anomaly -/ NOME
% Read
M . =
% Read
o
Historical Seasonality
Anomaly S

Fn [ m™ n_nmn_r

Average 3% Maximum 118% Minimum 11% = Anamaly 7 HiGH
10 size
[T s
S
10 Size
Historical Sazsonality =
se \ J
Average 62K8 Maximum 64KE Minimum 08 = Anomaly / NONE
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File object
details — Data
Protection

File object details

The Data Protection tab displays how data protection has been configured for that

object. There are two levels of data protection available:

¢ Replication — remote protection from system to system

e Snapshots — local protection within the system

The Replication section on the top of the page shows remote replication details and status
of the replication session. The Snapshots section at the bottom half of the page shows
how data is backed up within the system using snapshot technology. Snapshot schedules
are also displayed. The snapshot list can be exported to a CSV file.

B8 Manufacturing_Dev > fS_O

Properties Capacity 1] Performance Data Protection

Protection policy protectionPolicyName

Replication
Source System Manufacturing_Dev-2 1o
Destination System Manufacturing_Dev-1

Replication Session Status Operating Normally @ ]

Manufacturing_Dev-2

testAsync

Last Synchronization Details
Destination Lag Time of Last Sync Last Sync Duration Time of Next Sync.
02:04:35 5/31/24, 811 AM 00:20:30 5/31/24, 204 PM

Replication Rules
Name RPO RPO Alert Threshold Destination System
rule1_Manufacturing_Dev-appliance-1 5 minutes 10 Minutes Manufacturing_Dev-1
rule2_Manufacturing_Dev-appliance-1 10 minutes 5 Minutes Manufacturing_Dev-1

Snapshots

Rule Schedule Timezone
myRuleName1 Every Tuesday, Wednesday, Thursday, Friday, Saturday, and Sunday at 11:00 PM, retain for 14 days EST
myRuleName2 Every 5 minutes on Sunday, Monday, Tuesday, Wednesday, Thursday retain for 4 hours UTC-05:00

3 snapshots

Name - Type

mySnap-1 SCHEDULED
mySnap-2 SCHEDULED
mySnap-3 SCHEDULED

[ LAUNCH ELEMENT MANAGER

Operating Normally E‘a

Manufacturing_Dev-1
testAsync

Created
October 13, 2016, 11:32:27 AM
October 13, 2016, 11:32:27 AM

October 13, 2016, 11:32:27 AM
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Storage Group Details (PowerMax/VMAX systems)

Storage Group Details (PowerMax/VMAX systems)

Introduction

Storage group
details —
Inventory

Storage group
details —
Capacity

Each PowerMax/VMAX system lists the storage groups with key information including the
associated Storage Resource Pool, the assigned Service Level and whether the Storage
Group is in compliance. The storage group name is hyperlinked to enable easy navigation
to the details pages for a given storage group. The Storage Group Details Page is also

accessible using global search of the storage group name.

The Inventory tab for a storage group displays the attributes of the storage group. In the
upper right is a link to “Launch Unisphere.” Selecting this link opens the Unisphere

element manager for the system hosting this storage group.

B Finance > Finance_SG_11 TAGS

B Inventory & Capacity [l Performance
SRP Finance_SRP1 Compliance Critica
Volumes 10 Masking Views 5
Compression Yes SRDF Yes
Virtual Machines Applications

3 virtual machines
Name Network Address Operating System
Finance_VM1 10.0.1.1 Red Hat Enterprise Linux 5 (6...
Finance_VM1_8 10.186.1.8 Red Hat Enterprise Linux 5 (6...
Finance_VM2 10.0.1.2 Red Hat Enterprise Linux 6.8 (.

vCenter

Dell.vCenterl core

Dell.vCenter1 core

Dell.vCenter] core

Service Level
Emulation

Snapshots

ESXi

DistESX1

Financel ESX

DistESX1

LAUNCH UNISPHERE [

Diamond
FBA

1

Cluster

Research Cluster

Finance Cluster

Research Cluster

The Capacity tab for a Storage Group provides details for the Storage Group capacity,
showing Used and Free Allocation. Also, Storage Efficiency information is provided,

including virtual provisioning (VP) savings and the compression ratio.

B Finance > Finance_SG_11 TAGS

E Inventory & Capacity [} Performance

Usage

Subscribed 100 TB

M Allocated 9.2 T8 Free 90.8TB
VP Saved 10.2%
Compression Yes
Compression Ratio 10.5:1

LAUNCH UNISPHERE [
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Storage group

details —

Performance

PowerStore appliance details

The Performance tab for a Storage Group provides performance details over a 24-hour
period. Performance charts include Latency, IOPS, Bandwidth, %Read, IO Size, and
Queue Length. Dell AlOps identifies performance impacts on the Latency chart as pink-
shaded areas. Dell AlOps identifies performance anomalies on all storage group
performance charts as blue-shaded areas. A sample of charts is shown below.

Latency
Metric
Latency

Historical Seasonality

10PS
Metric
10PS

Historical Seasonality

Bandwidth
Metric
Bandwidth

Historical Seasonality

25k 10PS

20k I0PS

15k 10PS

10k 10PS

sk10PS

0l0Ps

1400

Viewing data from the last 24 hours (% CREATE REPORT

Average 302.3 ps

1400

T g T T

Average 9.4k IOPS

37.3GBps
27.9GBps

16.6 GBps

0Bps

1400

Average 7.6 GBps

Minimum 0 = Anomaly ~/ NONE

Minimum 600 IOPS = Anomaly -/ NONE

Minimum 2.9 KBps = Anomaly ~/ NONE

PowerStore appliance details

PowerStore appliance details are accessible by selecting the appliance name hyperlink
from the Appliances tab on the PowerStore cluster system details page.

Appliance details The Properties tab provides general attributes for the PowerStore appliance and any

- Properties

health issues and corresponding remediation. Attributes include the parent cluster name,
model, mode, service tag, site and location, version, and IP address.
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PowerStore appliance details

Manufacturing_Dev > Manufacturing_Dev-appliance-1 TAGS

E Properties

m

Capacity [l Performance

Parent Cluster Name Manufacturing_Dev

Total Issues
Appliance Name Manufacturing Dev-appliance-1
Model Powerstore 9000 Components
Mode Unified Configuration

Dell Service Tag # RVA29L63

o Capacity
Location Hopkinton, MA
Performance
site CIQ Engineering Site
SW Version 1.0.0.0.5.012 (Build 2048974) Data Pretectien
1Pv4 address 100.0.201
1Pv6 address -

= Capacity

LAUNCH ELEMENT MANAGER [

1issue

9hoursago The Appliance "Manufacturing_Dev-appliance-1'is

-30

growing at a substantially increasing rate, predicted to run out of

Appliance details
- Capacity

The Capacity tab displays similar information to the PowerStore cluster capacity tab. The
top of the page provides the capacity trend and forecast.

Manufacturing_Dev > Manufacturing_Dev-appliance-1 ThGS

B Properties 8 Capacity Wi Performance

Capacity Forecast Predicted Date to Ful: )} Full within 16 hours

LAUNCH ELEMENT MANAGER [

Total Physical Capacity 57.0 TB

W Used 200.0 6B Fres S6.6TB

Logical Usage
Total Provisioned Capacity 1.4 TB

W Uused 1.1 G8 Free 14TE
v Details
Storage Usage
Overall DRR
Reducible DRR
Unreducible Data
L™
Used
v Detals
Overall Efficiency
Thin Savings
[ vetumes oe
Snapshot Savings
[ 7o Systems 1168
Thin and Copy Savings
B tveace oe
Oata Reduction
[l snepshots og

28.0: T

You saved 1.1 GB

Remaining Capacity 6T From  Yesterday - To Tomomow - @ Actual Growth per Month (2034 TE) 1,096 7 % of Total
a0 25 00 129 w00 sep 26 00 1200 up2? D600 1290 1800 ——

7T
2718
B2TE ——=—"
1678 e
- —//
4sTH

111

Free T Used Total - Previous Forecast ] Previous Confidence Range B — Provisioned
Physical Usage User Data Savings

28.01
30
772 GB

35408.1:11
126260

oo

126261

2801
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Appliance details
— Performance

PowerStore appliance details

The bottom of the page provides summaries of physical and logical capacity utilization,
the Storage Usage under Details, and storage efficiencies and savings due to data
reduction, including reducible data statistics.

The Performance tab is similar to the performance tab for PowerStore clusters. The top
of the page lists the top object activity charts for Latency, IOPS, and Bandwidth.

Manufacturing_Dev > Manufacturing_Dev-appliance-1 TAGS LAUNCH ELEMENT MANAGER [
B Properties 8 Capacity ) Performance
Viewing data from the last 24 hours
[E CREATE REPORT

Object Activity

Latency 10PS Bandwidth

Object 24 Hour Trend Average Object 24 Hour Trend Average  Object 24 Hour Trend Average
Volumes-001 166.9ps fs_auto_2 1610PS  fs_auto 2 14.7 KBps
Volumes-002 156.6 s fs_auto_1 1410PS  fs_auto_l 4KBps
Volumes-003 146.3ps Volumes-004 1.310PS  Volumes-004 12.8 KBps
Volumes-004 136.3ps Volumes-003 1110PS  Volumes-003 9.9 KBps
fs_auto_1 156.6 s Volumes-002 1.410PS  Volumes-002 13.8 KBps

2 > m:>

The remaining page displays 24-hour charts for these metrics and supports both
performance anomalies and performance impacts. These charts are selectable to provide
the top objects during the selected time range. The Best Match identification identifying
the objects with the most closely matching performance shape is also supported. An
example of the Latency chart is shown below.

Latency

Click on a point, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can result in a lenger than
usual wait time to display results

Object Activity

04:25 Sep 26, 2025 - 05:45 Sep 26, 2025

X

14:00

1700

Sep25

23:00

02:00

05:00 08:00

1100

Most Active Best Match 100 ms
Manufacturing_D... 19.7 ms
Sms
Object Name Average
s0m:
Volumes-001 166.9 ps
Volumes-003 1463 ps
0
Volumes-004 136.3 ps
fs_auto_1 156.6 ps Performance Impacts ./ NONE = Anomaly ./ NONE
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Node details

Node details

Node details -
Properties

Node details -
Performance

For PowerScale, Isilon, and APEX File Storage for AWS, Dell AlOps provides node
details. To begin, select a node hyperlink from the Nodes tab on the system details page.

The Properties tab for a node provides various information associated to the node
including the pool, logical node number, model, smart failed state, node state, and
contract end date.

@ Properties

Pool
LNN

Model

Serial Number
Read Only Mode
Smart Failed State
Node Down State

Contract End Date

@ Performance

S Meain Pool
Total Issues
|
H500 Components

SV200-004EIH-0ZL8 Configuration

No (Read/Write)
capac
o apacity

No Performance

Data Protection

O

All health checks were successful

. v/

The Performance tab displays 24-hour metrics for several key performance metrics
including latency, IOPS, bandwidth, clients, CPU utilization, latency per protocol, IOPS
per protocol, and bandwidth per protocol.

Security Office > Node 1

£ Properties

Latency o

Meric
[
Historical Seasonality
Anomaly
Configuration Changes

Performance Impacts

I0PS &
Meric
10PS
Historical Seasonality

Configuration Changes

Bandwidth ©
Merio
Bandwidth
Historical Seasonality

Gonfiguration Ghanges

Client &
Meric
Client

Configuration Changes

Performance Impact  Sep 26, 2025 04:35

TAGS

@ Performance

- RN

1400 70 sep2s 200 0200 0500

o

00 o0

Performance Impacts 2 (Zwith anomaly) Anomaly /M HIGH

1400 0 Sep2s 2300 0200 0500

7510PS

S0I0PS AP A N A A AN AN A A A A AN e A N AN A e

2si0P5
oloFs
Average 52.510FS Maximum 528 10FS Minimum 501 10FS
1400 70 sep23 200 0200 0500
1485 K8ps

977 K3 TS AAAS A A A MU AIAAAAAPANAAAAAAAAAAPANN NS AR A A AANAA A oA

s KEps
ogpe
Average 1024 KBpe Maximum 107 KBpe Minimum 98 Kaps
1400 70 Sep23 =00 0200 0500
0
Average 29 Maximum Minimum 2

00 o0

= Anomaly ./ NONE

w0 o0

= Anomaly . NONE

=00 o

+ Anomaly . LEARNING.
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Node details

CPUmB

M cru

Protocol: Latency
Metric

P

HOFS

NES3

NFS4

s

SMB1

¥ sms2

Protocol: IOPS
FTP

Metric
M e
| HOFs
7] NFS3
4 nFs4
s
4 smB1

2 sms2

Protocol: Bandwidth
Metnc

FTP

HDFS

NFS3

NFs4

s3

SMB1

M smB2

00 00 00 21:00 00 0 00
200%
0%
100%
0%
0%
=
Average 59.6% Maximum 148.8% Minimum <1% = Anomaly | LEARNING
0a: 601 09 2:0( 5:00 2y 06:00 9:
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Quota details

Quota details

Quota details for PowerScale and APEX File Storage for AWS are available by selecting
the quota hyperlink from the Quotas tab on the system details page.

Quota details - For each quota, the Properties tab provides the quota type, path, if the quota includes

Properties snapshots, if the limits are enforced, notification status for enforced quotas, number of
inodes, and number of shadow references. Bar charts provide visual representations of
physical, file system logical, and app logical capacity utilization along with limits.

Finance Data Center > Quota /ifs/data default-group

@ Properties

Quota Type defauit-group Threshold and Storage
Quota Path [fifs/data
Enforce Limits Yes
FS Logical
Notification default
Number of INodes 213
Number of shadow references -
R R - T T S A ® EEN
o A W © o RS & 2

W Used Free | Advisory Limit | Soft Limit I Hard Limit

Host details

Host detail drill downs are available for Unity XT family, PowerStore, PowerMax, XtremlO,
SC Series (Servers), and PowerVault (Initiators).

Host details - The Properties tab displays configuration data for a host including the operating system,

Properties IP Address, and initiator protocol. It also displays any health issues associated to the host
with suggested remediation. Details about the storage objects attached to the host, virtual
machines residing on the host, and initiators are provided in the tabs at the bottom of the
page.

L] Market Research > LocalESX1 e

3 Properties
> S Capacity [ Performance

Description - PAUSE CONNECTIVITY HEALTH CHECKS
Operaing System  VMware ESXI5 50
Totel ssues
Network Address  10.0.0.14 [ jiotal
itator Protocol  FC Components v
Allneatth checks were successt
Configuration
Capacity

Performance

Data Protection

STORABE VIRTUAL MACHINES INITIATORS 4storage Objects [Ny
MR_Pool1_SAN Dat.. VMware VWFS Yes 1000 275 Market Research Pool1 MRApP2CG 10K I0PS
MR_Pool1_SAN_Dat  VMware VMFS Ves 1500 4125 Market Research_Pooll MRApD2CG SKI0PS

MR_Pool2_SAN Dat.. Vi FS Yes 4000 1100 Market Research Poolz — 10K 10PS

MR_Pool2_SAN_Dat.  VMware VMFS Yes 4000 1100 Market Research_Poolz — 5K 10PS
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Host details

Host details - The Capacity tab for a host provides details for the current capacity from the associated

Capacity storage system. These details include provisioned and allocated size, and historical
capacity trends, of all the block objects provisioned to that host. The capacity tab is not
supported for PowerStore.

L) Market Research > LocalESX1 TAGS LAUNCH UNISPHERE [

B Properties & Capacity [ Performance

Total Size 10278 Allocated Size 2678

Historical Trend

value Last Received

From: 3 menths ago v G To: Today v &
Aocates (Zi&u&JZGTB - Jun 30 Jul7 Jul14 Jul21 Jul28 Aug 4 Aug 11 Aug 18 Aug 25 Sep1 Sep8 Sep15 Sep22
Host details — The Performance tab for a host provides the 24-hour average values of key performance
Performance indicators (Latency, IOPS, and Bandwidth) of each block object provisioned on the host. It

also displays the names of other hosts to which the block objects are also provisioned.

The Performance tab is not supported for PowerStore. Latency is not supported for
PowerVault initiators.

G Market Research > LocalESX1 TAGS LAUNCH UNISPHERE [
B Properties &£ Capacity i Performance
Viewing data from the last 24 hours

4 Storage Objects m
Name Pool Other Hosts L Latency (ms) 10PS (K) Bandwidth (MBps)
MR_Pool1_SAN_Datastore1 Market Research_Fooll LocalESX2, LocalESX3, LocalESX4 10 01 0.0
MR_Pool1_SAN_Datastore2 Market Research_Fooll LocalESX2, LocalESX3, LocalESX4 00 01 0.0
MR_Pool2_SAN_Datastore2 Market Research_Fool2 LocalESX2, LocalESX3, LocalESX4 00 0.0 0.0
MR_Pool2_SAN_Datastore1 Market Research_Pool2 LocalESX2, LocalESX3, LocalESX4 0.0 0.0 0.0

Dell AlOps: A Detailed Review 127
A Proactive Monitoring and Analytics Application for the Dell Environment



Connectrix and PowerSwitch details

Host details — The host details page for PowerMax systems only has an Inventory tab. This tab
Inventory provides information about the associated storage groups, initiators, port groups, masking
views, and PowerPath hosts.

E HR_Remote > Host1 TAGS LAUNCH UNISPHERE &
& Inventory
Host Group(s) HostHG1 Capacity 30.0GB Consistent LUN No
Initiator Protocol FC PowerPath Host No
Storage Groups Initiators Masking Views Port Groups PowerPath Hosts
12 storage groups [}
Name - Compliance sp Provisioned (GB) Effective Used (GB) Emulation
HR_Remote_SG_11 - 100,000.0 9278 FBA =
HR_Remote_SG_12 - 100,000.0 9278 CKD
HR_Remote_SG_13 - 100,000.0 9278 FBA
HR_Remote_SG_14 - 100,000.0 9278 CKD
HR_Remote_$G_21 - 100,000.0 0278 FBA
HR_Remote_SG_22 - 100,000.0 9278 FBA
HR_Remote_SG_23 - 100,000.0 9278 FBA
v

Connectrix and PowerSwitch details

Introduction Dell AlOps can monitor both Connectrix and PowerSwitch networking devices. For both
Connectrix and PowerSwitch devices, Dell AlOps uses a local collector that
communicates to the switches using a read-only privilege. The collector sends the data
back to Dell AlOps through the secure connect gateway.

Selecting the switch hyperlink in the home page or any of the multisystem views opens
the System Details page for that switch. The model and serial number of the system
appear at the top of each page, above the tabs. The following sections discuss each tab
of the Switch System Details page in greater depth.
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Switch system
details — Health

Connectrix and PowerSwitch details

The Health tab shows the details for a selected switch which drive the health score
number. Only the Components category is used in calculating the switch health score,
although Dell AlOps does detect and report on congestion spreading events under the
Performance category for Connectrix. This is discussed in more detail below. Selecting
any issue provides a corresponding recommendation for obtaining additional information
and resolution. The bottom of the page shows the Health Score History chart for both
Connectrix and PowerSwitch devices.

B Production SAN EXtension  connectrix Ep-ocxe-48 | EAF200Mo01

[ Launch Switch Element Manager

E Health & Inventory

/0

POOR

Health Issues

Total Issues
B Components
Configuration
Capacity
Performance

Data Pratection

= Capacity

il Performance

Components is the top health check category impacting Production SAN Extension's health
score.

2 B Components 1 issue

-30 30 1dayago One or more components In the SAN system Production SAN Extension has a health status of marginal
- Resolution:

Ensure the condition degrading switch health is resolved. For additional detail, use the command ‘mapsdb —-show’ on the
- switch with degraded health

Dell AlOps can detect congestion spreading on Connectrix switches. The detection
evaluates various conditions including congested ports, port errors, and port utilization on
the local switch or connected switches. Health score deductions for these scenarios are
under investigation, and this condition does not yet affect the health score of the switch.
Instead of displaying a health score deduction, Dell AlOps displays the number of
congestion-spreading events.

B Production West  camectrix Mbs-5718 | JP61540010K [ Launch Switch Element Manager

7] Health

E Inventory = Capacity il Performance

Components is the top health check category impacting Production West's health score.

96

GOOD

Health Issues

Total Issues

Components

Configuration

Capacity

@ Performance

4 M Performance

2 issues

2 hours ago A high port utilization on port fe2/37 on switch Production West and severe congestion ratio on switch SRDF LINK
was detected,

2 hours ago  Severe congestion spreading was detected on switch Production West due to Link Reset errors and C3 Tx Timeout
Discards on switchport fc5/10.

Resolution:
Please check attached endevice Production SAN Extension attached to switchport fc5/10 on Production West. Contact

Dell Support if you need help with resolving errors that may cause Cengestion in the fabric.

Data Protection -
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Connectrix and PowerSwitch details

Switch system The Inventory tab differs slightly between Connectrix and PowerSwitch. For Connectrix, it
details — lists various switch attributes at the top half of the screen, including the location, site,
Inventory firmware version, management IP address, and contract information. It also highlights

whether a model has reached End of Life (EOL) or End of Service Life (EOSL) and
identifies if recommended firmware updates are available. The bottom half of the window
contains the following tabs: Fabrics, vFabric or vSAN, Zones, Attached Devices, Virtual
Machines, Components, and Licenses.

B Production SAN Extension  connectrix E-DCX6-45 | EAF300M001 TAGS Launch Switch Element Manager [
B Health B Inventory & Capacity [l Performance
Management IP Address  10.0.12.1 Switch Model EOL/EOSL @ Mar 26, 2026 Last Contact Time 20 hours ago
Collector Gige.conn.emc.com Firmware Version 821a Location [ohject Object]
Contract Expiration Sep 26, 2029 Switch Up Time 14 days Site Name ACME Headquarters
Service Plan ProSupport Plus Switch WWN 10:00:C4:F5:7C:2D:AA01 Location ID ACME Headquarters 01
Chassis WWN 10:00:C4:F5:7C:2D:AA02
Fabrics vFabric Zones Attached Devices Virtual Machines Components @ Licenses
2 fabrics M
Principal Switch WWN - Principal Switch IP Address Partition ID Total Switches Monitored Switc... Total End Devices: Used (%)
10:00:C4:F5:7C:2D:11:A1 10021 8 1 1 0 0.0
10:00:C4:F5:7C:2D:AA01 10021 128 4 3 32 -

Above the tabs, the serial number and model displays. The top half of the Inventory tab
for PowerSwitch includes the IP address, collector, operating system type, service plan,
serial number, BIOS and software versions, IP address, MAC address, location, site, and
contract information. The bottom half of the page has the Components and Connected
Ports (LDAP) tabs.

Production PowerSwitch North  s411210n | Bxwoo23
f] Health E Inventory & Capacity [ Performance
1Pvd 10.12.29.2 Bios Version 3.40.099 Last Contact Time 13 minutes ago
Collector - Software Version 10.5.3.0 Location [object Object]
05 Type 0s10 Switch Up Time less than a minute Site Name POWERSWITCH-BXW0023
Contract Expiration © Nov 24,2023 Switch WWN - Location ID POWERSWITCH-BXW0023 01
Service Plan AE Chassis WWN -
Serial Number VMS5248F00674000ABC. Switch MAC 14718:77:20:4d:cf
Components Connected Ports (LLDP)
7 component objects M
Type Slot/Unit  State Part Number Serial Number
FANTRAY 1 ONLNE 70-1003226-09 DZD3208M012 -
FANTRAY 2 ONLINE 70-1003226-10 DZD3208MO1M
FANTRAY 3 ONLINE 70-1003226-11 DZD3208MO1M
FANTRAY 4 ONLINE 70-1003226-12 DZD3208MO1M
POWER_SUPPLY_UNIT 1 ONLINE 70-1003155-13 6QV9247LL0B
POWER_SUPPLY_UNIT 2 ONLINE 70-1003155-14 GQV9247LLOB
v
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Fabrics

Connectrix and PowerSwitch details

The Fabrics tab (Connectrix only) provides the following information about the fabrics in
which the switch participates:

Principal Switch WWN — Worldwide name of the principal switch in the fabric.
Principal Switch IP — The IP address of the principal switch in the fabric.
Partition ID

B-Series: If Virtual Fabrics (VF) are enabled, this field displays the VF ID for
each VF defined on the switch. If not enabled, this field is set to 128.

Total Switches — Total number of switches participating in the fabric that this VF
or VSAN or switch is a member of. This number is a hyperlink which, when
selected, displays a window listing all switches in the fabric.

Monitored Switches — Total number of switches participating in the fabric that
are also monitored by Dell AlOps.

Total End Devices — Total number of N_Ports participating in the fabric that this
VF or VSAN or switch is a member of.

Used % — Percentage of ports in this fabric that are in use.

Fabrics

2 fabrics

Principal Switch WWN - Principal Switch IP Address PartitionID  Total Switches Monitored Switches Total End Devices Used (%)

10:00:C4:F57C:2D:1T:A1 10.0.12.1 8 1 1 0 0.0

10:00:C4F57C2D:AAD1 10.0.12.1 128 4 3 32 -

vFabric Zones Attached Devices Virtual Machines Components @ Licenses

VSAN/VFabric

The VSAN tab (Connectrix MDS) and VFabric tab (Connectrix B-Series) provides
information about VSANs and Virtual Fabrics.

Partition ID

B-Series: If Virtual Fabrics (VF) is enabled, this field displays the VF ID for
each VF defined on the switch. If not enabled, this field is set to 128.

MDS: This field shows the VSAN ID.

Switch Name — Switch name as defined by the end user. If no switch name is
set, this field displays the switch serial number.

Management IP — IP address of the switch.

Number of switches — Total number of switches participating in the fabric that
this VF or VSAN or switch is a member of.

Total end devices — Total number of N_Ports participating in the fabric that this
VF or VSAN or switch is a member of.

End devices, this switch only — Total number of N_Ports that are members of
this VF or VSAN and are also directly attached to this switch.
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Connectrix and PowerSwitch details

Fabrics vFabric Zones Attached Devices Virtual Machines Components @ Licenses
2 partitions. M
“I* VFabric ID Switch Name Management IP Number of switches Total End Devices End devices, this switch only
8 Production SAN Exten... 10.0.12.1 1 o 0
128 Production SAN Exten... 10.0.02.1 4 32 32
Zones
The Zones tab (Connectrix only) lists out zoning information for the zones in the active
configuration.
e Active Configuration — Name of the enabled zoning configuration.
e Zone Name — Name of the zone.
¢ Symbolic Name — Symbolic name of a zone member (only shown if zone
member is logged into the switch).
¢ Member Name — Name of the zone member. This is typically the WWPN of the
attached device but could also be the WWPN of the switch port or the WWNN of
the attached device. It could also be in the “Domain, Port” format or “switch
wwn, port” format.
e Alias — User-defined alias associated with the zone member.
¢ Is Logged In — Identifies if the end device is a member of a zone and logged into
the fabric.
o Interface — Identifies the interface on the switch where the end device is logged
in.
e Partition ID
= B-series: If Virtual Fabrics (VF) are enabled, this field displays the VF ID for
each VF defined on the switch. If not enabled, this field is set to 128.
= MDS: This field shows the VSAN ID.
Fabrics vFabric Zones Attached Devices Virtual Machines Components @ Licenses
32 zone members M
Active Configuration T Zone Name ‘Symbolic Name Member Name Alias Is Logged In Interface Partition...
PRDConfig PrdSQL_IOP063182_VMAX_240_FA_1D_1 [61] "Emulex LPe12002-E. 10:00:00:00:C9:9D:EC: PrdSQL_182_hba0 Yes 3/0 128 q
PRDConfig PrdsQL_IOP063182_VMAX_240_FA_1D_1 [o8] "SYMMETRIX:00019... 50:00:09:73:98.03:C5.... VMAX_240_FA_1D... Yes 316 128 l
PRDConfig PrdSQL_IOP063182_VMAX_240_FA_1D_2 [61] "Emulex LPe12002-E. 10:00:00:00:C9:9D:EQ: PrdsSQL_182_hba1 Yes 31 128
PRDConfig PrdsQL_IOP063182_VMAX_240_FA_1D_2 [o8] "SYMMETRIX:00019... 50:00:09:73:98.03:C5.... VMAX_240_FA_1D... Yes 37 128
PRDConfig PrdSQL_IOP063182_VMAX_240_FA_1D_3 [61] "Emulex LPe12002-E. 10:00:00:00:C9:9D:EQ: PrdSQL_182_hba2 Yes 3/2 128
PRDConfig PrdsQL_IOP063182_VMAX_240_FA_1D_3 [o8] "SYMMETRIX:00019... 50:00:09:73:98.03:C5.... VMAX_240_FA_1D... Yes 31e 128
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Attached Devices (Connectrix)

Connectrix and PowerSwitch details

The Attached Devices tab lists out various information for devices that are physically
attached to the switch.

¢ WWPN - Worldwide Port Name of the attached device

¢ Symbolic Name — Symbolic name of the attached device (only shown if the
zone member is logged into the switch).

e Zoned - Identifies if the attached device is a member of the zone that is present
in the active configuration.

e Interface — Identifies the interface on the switch where the end device is logged

n.

o Speed (Gbps) — Speed that the attached device negotiated with the switch
during the login process.

e Partition ID

» B-series: If Virtual Fabrics (VF) is enabled, this field displays the VF ID for
each VF defined on the switch. If not enabled, this field is set to 128.

= MDS: This field shows the VSAN ID.

Fabrics vFabric

41 attached devices

WWPN T

10:00:00:00:C9:9D:E0:31

10:00:00:00:C9:9D:E0:32

10:00:00:00:C9:9D:E0:33

10:00:00:00:C9:9D:E0:34

10:00:00:00:C9:9D:E1:31

10:00:00:00:C9:9D:E1:32

Zones Attached Devices Virtual Machines

Symbolic Name

[61] "Emulex LPe12002-E FY1.11A5 DV12.0.0.2. HN:iop063182. OS:Linux
[61] "Emulex LPe12002-E FV1.11A5 DV12.0.0.2. HN:iop063182. OS:Linux
[61] "Emulex LPe12002-E FY1.11A5 DV12.0.0.2. HN:iop063182. OS:Linux
[61] "Emulex LPe12002-E FV1.11A5 DV12.0.0.2. HN:iop063182. OS:Linux
[50] "Emulex LPe12002-E FY1.00A12 DV7.2.32.002 10P063182

[50] "Emulex LPe12002-E FY1.00A12 DV7.2.32.002 I0P063182

Components €

Licenses
Interface Speed (Gbps)
30 32
3/1 32
2 32
3/3 32
34 32
3/5 32

Partition ID

128

128

128

128

128

128

Connected Ports (LLDP) (PowerSwitch)
The Connected Ports (LLDP) tab for PowerSwitch lists each of the devices attached to

the switch ports which support the Link Layer Discovery Protocol (LLDP).

Components

6 connected ports

Local Port ID

ethernet1/1/33

ethernet1/1/35

ethernet1/1/36

ethemet1/1/37

ethernet1/1/44

mgmt1/1/1

Connected Ports (LLDP)

Remote Hostname Remote Port ID
switch1 eth3
switch2 ethd
switcha ethz
switch4 eths
switchs eth2
swlab3-maa-tor-D5 ethemet/1/6

Remote Chassis ID

f4:e9:da-eB:b9:cd

fa:f21eab6e2c

faf21eb1:24:30

90:e2:baree:49:15

90:e2:barf07b:2c

d8:9e:f3:b5:5¢:20

Remote Management IPv4

10.134.149.19

10.134.149.19

10.134.149.20

10.134.149.21

10.134.149.22

10.134.149.23

Remote Management IPv6

feB0:4/64

1001:1:1:1:20c:20ff-fe54:c853/..

100:1/64

feB020c:29ff:fe54:0853/64

feB0:20c:29ff-fe54:c8bc/64

feB80::20c:20ff-fe54:c852/64
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Connectrix and PowerSwitch details

e Local Port ID — The Port ID of the switch.

¢ Remote Hostname — Hostname of the attached device.

e Remote Port ID — Port ID of the attached device.

¢ Remote Chassis ID — Chassis ID of the attached device.

¢ Remote Management IPv4 — Management IPv4 address of the attached device.

¢ Remote Management IPv6 — Management IPv6 address of the attached device.
Virtual Machines

The Virtual Machines tab (Connectrix only) shows virtual machines residing on ESXi
servers that are connected to the switch.

¢ Name — Name of the virtual machine.

¢ Network Address — IP address of the virtual machine.

e Operating System — Operating system installed on the virtual machine.
e vCenter — Hostname of vCenter managing the virtual machine.

e ESXi — Hostname of ESXi server hosting the virtual machine.

e Cluster — Name of ESXi Cluster hosting the virtual machine.

Fabrics VSAN Zones Attached Devices Virtual Machines Components @ Licenses
9 virtual machines M
Name T Network Address Operating System vCenter ESXi Cluster
Backup_VM1 10.0.12.25 Red Hat Enterprise Linux 5 (64-bit) VC-Backup-27T42Z.infra... Remote_ESX2 Disaster Recovery Cluster -
Backup_vM2 10.0.12.26 Red Hat Enterprise Linux 5 (64-bit) VC-Backup-27T42Z infra. Remote_ESX2 Disaster Recovery Cluster
Disaster Recovery_VM10. 10.244.10.3 Red Hat Enterprise Linux 5 (64-bit) VC-Backup-27T42Z infra. Remote_ESX2 Disaster Recovery Cluster
Disaster Recovery_VM11 10.24411.4 Red Hat Enterprise Linux 5 (64-bit) VC-Backup-27T42Z infra. Remote_ESX1 Disaster Recovery Cluster
Disaster Recovery_VM13.. 10.244.13.16 Red Hat Enterprise Linux 5 (64-bit) VC-Backup-27T42Z.infra... Remote_ESX2 Disaster Recovery Cluster
Disaster Recovery_VM14. 10.244.14.17 Red Hat Enterprise Linux 5 (64-bit) VC-Backup-27T42Z infra. Remote_ESX1 Disaster Recovery Cluster
4
Components

The Components tab lists out the system hardware for both Connectrix and
PowerSwitch.

e Type — The type of component installed in the chassis.
e Slot/Unit — Location of the component in the chassis.

e State — For optics, this field provides the strength of the optical signal being
received. For other hardware components, this field provides the operational
state of the component.

e Part Number — Part number of the component.
e Serial Number — Serial number of the component.

e EOSL Date (Connectrix only) — Identifies components with upcoming End of Life
(EOL) and End of Support Life (EOSL) dates.
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Switch system

details —
Capacity

Connectrix and PowerSwitch details

Fabrics vSAN Zones Attached Devices Virtual Machines Components @ Licenses
65 components [l
Type T Slot/Unit State Part Number Serial Number EOSL Date
Fan 49 ok DS-C9718-FAN JAE1935073E - i
Fan 51 ok DS-C9718-FAN JAE19350754 -
Fan 50 ok DS-C9718-FAN JAE1935074C -
Module (1/10 Gbps Ethernet 1 ok DS-X9848-480K9 - -
Module (1/10/40G IPS,2/4/8. 5 ok DS-X9334-K9 - [] Sep 27,2025
Module (2/4/8/10/16 Gbps . 2 ok DS-X9448-768K9 - (L) Mar 26, 2028
Licenses

The Licenses tab (Connectrix) provides information about the licenses on each switch.

License features — List of features for each license for B-Series and name of the
license feature for MDS.

License key (B-Series) — Key used to install the license.
Expiry date — Expiration date of the license.
Capacity (B-Series) — Count of the additional ports that are allowed.

Count (MDS) — Sum of base license ports and additional assigned ports if smart
license is disabled. The additional ports that are assigned to the switch if smart
license is enabled.

Licenses used — applicable for Ports on Demand switch port licenses for B-
Series. Applicable only for PORT_ACTIV* or FC_PORT_ACTIV* switch ports for
MDS.

ENTERPRISE_PKG

SAN_ANALYTICS_PKG

Attached Devices Virtual Machines Components Licenses

License Features Expiry Date Count Licenses Used

Never - -

FM_SERVER_PKG Never - —

PORT_ACTIV_9396T_PKG Never 96 96

Grace or License Expired - -

The Capacity tab for a switch provides port usage details for both Connectrix and
PowerSwitch. The upper left portion of the view shows a breakdown of the ports on the
switch broken down by Online, Offline, and Error status. The Ports by Type bar charts
show a filtered list of ports broken down by port type. For Connectrix, the Nodes by Type
bar charts show a breakdown of attached nodes by Host Ports, Storage Ports, and Switch
ports. The bottom of the page displays a filtered list of ports based on the filters selected
in the top half of the page. The following columns are displayed at the bottom of the page:

Interface — Location of the port, shown as slot/port number. For Connectrix, it is
also a hyperlink which directs users to port performance charts.

Alias/Description — Switch port alias, if defined.

State — Status of the switch port.

Dell AlOps: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment

135



Connectrix and PowerSwitch details

e Licensed (Connectrix only) — Shows whether the port is licensed, not licensed,
or N/A for directors.

e Protocol — Protocol configured for the switch port.

e Switch Port Type — Logical configuration of the switch port. Possible values
include F_PORT, N_PORT, E_PORT, Unknown, or Disabled for FC ports. Set
to Unknown for Ethernet ports.

o Port Mode (PowerSwitch only) — Logical configuration of the interface, such as
Access or Trunk.

e Trunks (B-Series)/Simple Channel (MDS) — Value of trunk or port channel if the
physical port is being aggregated.

e Partition ID (Connectrix only)

= Brocade: If Virtual Fabrics (VF) are enabled, this field displays the VF ID for
each VF defined on the switch. If not enabled, this field is set to 128.

= Cisco: This field shows the VSAN ID.

e Attached Node Type (Connectrix only) — Describes the device attached to the
switch port.

e Attached Device (Connectrix only) — Worldwide name of the attached device.

Capacity tab for Connectrix:

B Production SAN Extension  connectrix £0-0cx6-48 | EAF300M001 [# Launch Switch Element Manager|
] Health B Inventory Capacity [l Performance
All Ports
Click chart/legend to filter list
Ports by Type Nodes by Type
-
Em
Total Ports i
150 UNKNOWN  I—
Al « Online Offline « Faulty E_Port FPort  Unknown Host Storage Switch Host-NVMe
150 44 100 6 2 3z 10 17 8 2 8
Storage-NVMe
8
Filtered: 44 of 150 Ports ul

Interface Alias /Descrip..  State Licensed Protocol Switch Port Type  Trunks Partition ID Attached N... I, Attached Device

3/40 - online N/A FC E_Port - 28 Switch SRDF LINK -1

3/41 - Online N/A F& E_Port 5 128 Switch PRODUCTION

316 VMAX_240_F Online N/A Fe F_Port - 128 Storage-NVMe 50:00:09.73:98.

317 VMAX_240_F Online N/A Fe F_Port - 128 Storage-NVMe 50:00:09.73:98.

3/18 VMAX_240_F. Online N/A FC F_Port - 28 Storage - NVMe 50:00:09:73:98.

3n9 VMAX_240_F... online N/A FC F_Port - 28 Storage-NVMe 50:00:09:73:98.
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Switch system

details —

Performance

Connectrix and PowerSwitch details

Capacity tab for PowerSwitch:

m Production PowerSwitch South  ss14su0n) Tsrexoot
| Health E Inventory 8 Capacity il Performance
All Ports
Click chart/legend to filter ist
& PoRT
F_PORT
Unknsun
All = Oniine = Ofiine E_PORT F_PORT Unknown
20 10 10 2 8 10
20 Ports M
Interface Alias/Description State Protocol Port Type Port Mode
ethemet1/1/31 Not Available OFFLINE Ethemet Unknown ACCESS
ethernet1/1/32 Not Available OFFLINE Ethemet Unknown ACCESS
ethemet1/1/33 Not Available OFFLINE Ethemet Unknown ACCESS
ethemet1/1/34 Not Available ONLINE Ethemet uUnknown ACCESS
ethemet1/1/35 10SBETH ONLINE Ethemet uUnknown TRUNK
ethernet1/1/36 t0SBETH ONLINE Ethemet Unknawn TRUNK

The top section of the Performance tab for Connectrix switches is Object Activity, and it
displays the top ports contributing to Utilization, Errors, and Congestion sorted by their 24-
hour average. Showing the top objects first allows the user to quickly identify ports using
the most resources and experiencing the most errors in the last 24 hours. In the card
view, Connectrix switches include a clickable “Ports with Errors” link that opens an
exportable port detail list.

The user can scroll down to see 24-hour charts for the following Connectrix switch
performance metrics:

Utilization — The percentage of system bandwidth in use. This value represents
the percentage of transmit bandwidth being used across all switch interfaces.

Congestion — The sum of all “time spent at zero transmit” counters across all
switch interfaces.

Errors — The sum of all bit error counters across all switch interfaces.

Link Resets — The sum of all Link Reset primitives that have been either
transmitted or received across all switch interfaces.
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Connectrix and PowerSwitch details

H Production SAN Extension  comnecirix E0-0cxe-48 | EAF300MODT

TAGS Launch Switch Element Manager (3|

4 Health E Inventory B Capacity il Performance
Viewing data from the last 24 hours ~ [§} CREATE REPORT

Object Activity

Utilization Errars Congestion

Object 24 Hour Trend Average Object 24 Hour Trend Average Object 24 Hour Trend Average

PrdSOL_182_hbal -] 1% PrdSQL_182_hbad 3/s PrdSQL_182_hbal 02

PrdSOL_182_hbal -] 1% PrdSQL_182_hbal 29/s PrdSQL_182_hba 0193

PrdsOL_182_hba2 <1% PrdSQL_182_hba2 27/s PrdsSQL_182_nba2 0.184
PrdSOL_182_hbad <1% PrdSQL_182_hba3 26/s PrdsQL_182_nba3 0177
PrdSOL_182_hbad 1% PrdSQL_182_hbad 25/s PrdSQL_182_hbad 017

<z 3 + 52 <23 4 5> < 2 3 4 5 >

Highlighting an area in any of these performance charts shows the top five port
contributors to that performance metric during that time period in the Most Active tab on
the left side of the chart. The Best Match tab lists the ports with the most closely matched
shape during the selected period. The ports listed to the left of each chart are hyperlinks
that direct the user to port-level performance charts. Performance anomaly detection is
supported in each of these performance charts.

Utilization @

Click on a point, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can result in a longer than usual wait
time to display resufts.

1200 14:00 16 2200

s 15.Jul 02:00 04:00 06:00 08:00 10:00
] Object Activity <% Jul14,202415:15
19:35 Jul 14,2024 - 22:30 Jul 14,2024 @ uilization s
Historical Seasonality <1% - <1%
MOST ACTIVE BEST MATCH
<1%
Production SAN E. <1%
Object Name Average
PrdSQL_182_hba0 <1%
PrdsQL_182_hba1 <1% &
PrdsQL_182_hba2 <1%
PrdsQL_182_hba3 <1% 0%
PrdSQL_182_hbad <1% Average <1% Maximum <1% Minimum <1% -+ Anomaly /N HIGH
Errors B

Click on a paint, or drag a region on the graph, to generate a lis

t of the top 5 most active and best matching storage objects over that time period. Selecting  time period greater than & hours can result in a longer than usual wait
time to display resufts

Metric 1200 1400 1600 18:00 20:00 2200 15.3ul 0200 0400 06:00 08:00 10:00
Errors
Historical Seasonality

Anomaly

5M/s

o/s

Average 248.564 k/s Maximum 14.317 M/s Minimum 5.187 /s - Anomaly ] HIGH
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Connectrix and PowerSwitch details

Congestion B

1200 1400 16:00 18:00 2000 2200 15 Jul 0200 0400 06:00 08:00 1000

Metric
Congestion
Historical Seasonality

Anomaly

ZeroTxCredit

Average 2.98 kZeroTxCredit/s Maximum 13.81 kZeroTxCredit/s Minimum 1.39 kZeroTxCredit/s = Anomaly T HIGH

Link Resets B

Click on & paint, or drag a region on the graph, to generate a list of the top 5 most active and best matching storage objects over that time period. Selecting a time period greater than 8 hours can result in a longer than usual wait
time to display results

Metric 1200 400 16:00 8:00 2000 22100 5 Jul 0200 0400 06:00 08:00 000
e 021LRs/s
Link Resets
Historical Seasonality 0.15LRs/s
Anomaly
01LRs/s
0.05 hs'sJ /W A
OlRes N Al [\ A f\ A A A AI\ AM/\ /\M AAA
Average 0009 LRs/s Maximum 0137 LRs/s Minimum 0 LRs/s = Anomaly /N HIGH

PowerSwitch devices show 24-hour charts and performance anomalies for the following
performance metrics:

e Error — The Bit Error Rate across all switch interfaces.

e Utilization — The percentage of transmit bandwidth being used across all switch
interfaces.

e CPU Utilization — The percentage of CPU usage over the selected time period.

e Memory Utilization — The percentage of memory usage used by various
processes running on the switch.

Note: Performance metrics require a minimum of OS10 version 10.5.3.2. Memory utilization
requires a minimum of OS10 version 10.5.4.
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Connectrix and PowerSwitch details

Switch port
details —
Performance

Utilization

Historical Seasonality

Error
Mietric L 1200 1500 1800 2100 1.Jun
Error
Historical Seasonality
B Aromaly
Average 0.211 BER Maximum 0.567 EER Minimum 0 BER
Utilization
fetric . 1200 1500 1800 0 1. Jun

Average <1 % Maximum <1 % Minimum 0%
CPU Utilization
Metric 12:00 15:00 18:00 21:00 1. dun
nEkx
CPU Utilization
“
Historical Seasonality
B Aromaly
EER 2 -
Average 177.9% Maximum 4.4k Minimum 0%
Memory Utilization
fevic B 1200 15:00 1800 200 T.aun
%
Memory Utilization
1%
Historical Seasonality
=
B Anomaly
1%
x Y
Average «1% Maximum <1 % Minimum 0%

Viewing data from the last 24 hours

D&0a o

= Anomaly ‘T HIGH

o&on oo

- — MW

= Anomaly T HIGH

%00 oo

« Anomaly * HIGH

oo ovoa

= Anomaly T HIGH

Users can access port-level performance metrics for Connectrix switches. Select the port
from the Interface column in the Switch Capacity page or select the port hyperlink in the
top object activity shown in the previous section. Port-level performance metrics are

shown in the following charts:

e Interface Statistics
= Utilization
= Congestion Ratio
= Bit Errors
* Link Resets
= Class-3 Discards
= CRC Errors

e Throughput

e Congestion
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Connectrix and PowerSwitch details

= Congestion Ratio
= Time at Zero Tx Credit
e Bit Errors

e Link Resets

[#&] Production SAN Extension > PrdSQL_182_hba3
[ Performance o gpyics
Viewing data fromthe Last 24 hours 1 CREATE REPORT
Interface Statistics
Metric 15:00 12:00 2100 7. Now 0300 0600 0e:00 1200
Utilization
Congestion Ratio h
=
Bl e it | | | |
[] Class-3 biscards Wh v W l ' U\ ' } ' ‘
[[] creEmors l
Throughput
Metric . 1500 1600 21:00 7-Now 02:00 0600 09:00 1200
Throughput
Historical Seasanality e
- N MWWWWM
ok
Average 2041 bps Maximum 1.7 kbps Minimum 0 bps = Anomaly " HIGH
Congestion
Metric 15:00 1800 2100 7. Now 0300 0600 02:00 1200
Congestion Ratio
Time at Zers Tx Credit
i A l A
Bit Errors
Metrc ] 1820 210 7. aao o0 0500 20
Bit Ermors
Historical Seasonality s
oser
Average 0.182kBER Maximum 18781 kBER Minimum 1,994 kEER = Anomaly 7 HIGH
Link Resets
Metric 15:00 1600 21:00 7. Nav 02:00 D600 09:00 1200
e
Link Resets
Historieal Seasonality e
oLRei
Average 923.007 LRs/s Maximum 3.229 kLRs/s Minimum 32.26 LRs/s = Anomaly T HIGH
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Connectrix and PowerSwitch details

Users can access PowerSwitch port performance by selecting the port name hyperlink in
Interface column of the Switch Capacity tab. PowerSwitch port performance charts
include 24-hour charts for the following:

e Utilization
e Bit Errors

e Throughput

== production PowerSwitch East > ethernet1/1/31

(] Performance

(®) Past 24 Hours

Utilization
Metric 15:00 1800 21:00 22 Aug 0a:00 DE00 a9:00 1200
=
utilization
Historical Seasonality
Anomaly
0%
Average 1% Maximum <1% Minimum 1% = Anomaly T HIGH
Bit Errors
Metric 15:00 1800 21:00 22 Aug 0a:00 DE00 a9:00 1200
a0
Bit Errors
20 M3

Historical Seasonality

DR |

/s

Average 245.564 k/s Maximum 12.317 M/s Minimum 5.187 /s = fnomaly T HIGH
Throughput
Metric 15:00 18200 21:00 22 Aug da:00 0600 a9:00 12400
1 ops
Throughput
bps
Historical Seasonality
bpx
Anomaly
bpx
Obps
Average «1hbps Maximum <1 bps Minimum <1 bpz - Anomaly ‘T HIGH
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Switch port
details — Optics

Hyperconverged infrastructure systems details

The Optics tab for Connectrix switches provides various property information about the
optic on the top of the page and graphs the historical and predicted Tx power at the
bottom of the page. The chart provides the working and failure zones and the predicted
time until failure, giving users the ability to plan ahead and take mitigating measures to
address expected failures.

[®4] Production SAN Extension > PrdSQL_182_hba3

o Performance == OPtics

Interface c/3/35 Optics Type 326G SW SFP

Opties Serial Numbet 3T972568R35 Optics Rx Power 752.28 rx-power (4W)

Opties Part Number 96-9885205-01 Optics Tx Power 525 pw

Predicted Date to Fail Jun 24, 2022

Optic Prediction

From 2 months ago M| To Predicted Failure M|

Working Zone Failure Zone  — Current Tx Power Min Tx Power Req -~ Forecast Tx Power Confidence Range

Hyperconverged infrastructure systems details

Introduction

Dell AlOps supports VxRail HCI systems, and Dell APEX Cloud Platform. The HCI tab in
the various multisystem views has been discussed earlier in this paper. This section
describes the information provided in the system details view for an HCI cluster. Access
clusters through the Virtualization page from the left-hand navigation. Selecting a cluster
provides access to Health, Inventory, Capacity, and Performance tabs for that cluster.

Each tab provides the Launch vCenter hyperlink to easily go to vCenter for more detailed

information or to make configuration changes. The model and serial number of the
currently selected system display at the top of the page, above the tabs. The details of
each tab are presented below.
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Hyperconverged infrastructure systems details

HCI system The Health tab for HCI clusters is similar to other systems. The Health Score is

details — Health determined by monitoring issues in the following categories: Components, Configuration,
Capacity, and Performance. Each issue provides a recommended remediation or link to
an applicable knowledge base article. Health Score history is also supported for HCI
clusters.

B Dell Mart - Mega Market Boston, MA  vxrail es60 | 23H8YK20000000 [} LAUNGH VCENTER

A Health B Inventory < Capacity @ Performance

Components is the top health check category impacting Dell Mart - Mega Market Boston,
MA's health score.

Health Issues

Total Issues 4
S — .
B Components status in vCenter Server.
2 2daysago c3-esx03.racke09.local: Host health - Error. An error was detected on this ESXi host. See detailed
Configuration v status in vCenter Server.
Capacity v -20 2daysago Over 75 Percent of Hosts within Cluster is CPU usage - Red.
Performance o Resolution:
Please reference KB 198308,
HCI system The Inventory tab provides various cluster attributes at the top half of the screen,
details — including the serial number, cluster ID, location, site, version, various vCenter information,
Inventory and contract information. The bottom half of the window contains the following tabs:

Hardware and Datastores. The Hardware tab provides views for Hosts, Disks, Power
Supplies, Version Information, and Data Processing Unit.

E Dell Mart - Mega Market Boston, MA  virail esen | 23+8vkzo000000 TAGS LAUNCH VCENTER 4
B4 Health & Inventory & Capacity [m Performance
Identification Location Management
Serial # / PSNT 23HBYK20000000 Location Boston, MA vCenter Server veluster93svesa (4
Cluster ID 523f5813-Oeab-eeff-e5a0-84... Site Name ACME Remote Site 1 FQDN vCenter Server veluster935-vesa racke...
Total Hosts 3 Location ID ACME Remote Site vCenter License Type Standard
Cluster Type VSAN 2 node Stretched cluster VSAN Datastore Sharing[T] 8.0.0-20519528
vSAN License Type Enterprise
Version Information Status
vCenter Version 80.0-20519528 Contract Expiration  Oct 24, 2030
VxRail System Version 7.0.350-20392956 Last Contact Time Fri, Sep 26 2025, 6:05:39 PM ..
HARDWARE DATASTORES
View Hosts -
3hosts th
Hostname Appliance Serial .. Model Service Tag Version Capacity DiskType  Location Site Name Location ID Chassis Serial #
c3-esx01.rack. 23HBYK200000. VxRail ES60 23HBYK4 7.0.3-19193900 - - ACME Remote ... - C400JFK
c3-esx02rack. 23HBYK200000. VxRail ES60 23HBYKS 7.0.319193900 - - ACME Remote - C400JFK
c3-esx03.rack. 23HBYK200000. VxRail 560 23HBYKS 7.0.3-19193900 - - - - C400FK
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Hardware — Hosts

The Hosts view lists the appliances that make up the cluster and their model, service tag,
and version.

HARDWARE DATASTORES

View Hosts s

3 hosts i)
Hosmame Appliance Serial # /PSNT  Model Service Tag Version Capacity DiskType  Location Site Name Location ID Chassis Serial #
€3-esx01.rack... 23HBYK20000000 VxRail ES60 23HBYK4 7.0.3-19193900 - - ACME Remote Site 1 - C400JFK
c3-esx02rack. 23HBYK20000001 VxRail ES60 23HBYKS 7.0.3-19193900 - - ACME Remote Site 1 - C400JFK
c3-esx03 rack. 23HBYK20000001 VxRail ES60 23HBYKS 7.0.3-19193900 - - - - C400JFK

Hardware - Disks

The Disks view provides a listing of the hard drives in the cluster. This tab includes the
ESXi host, slot and enclosure, serial number, and firmware. The capacity and datastore
are also listed.

HARDWARE DATASTORES

View Disks -

6 disks u)

Hostname Slot Bay Enclosure Protocel Model Serial Number Version Number Manufacturer Capacity (68) Datastore

c3-esx01 rac. 0 1 0 SAS PX06SMBO70X 25HB56G3 AS10 TOSHIBA 34816 VxRail-Vir

c3-esx01 rac. 1 1 o SAS PX06SMBO71X 25HB56G4 AS10 TOSHIBA 34816 VxRail-Vir
c3-esx02.rac... 0 1 o SAS PX06SMBO72X 25HBS6GS AS10 TOSHIBA 34816 VxRail-Vir
c3-esx02.rac... 1 1 o SAS PX06SMBO73X 25HBS6GE AS10 TOSHIBA 34816 VxRail-Vir
c3-esx03 rac. 0 1 0 SAS PX06SMBO74X 25HB56G7 AS10 TOSHIBA 34816 VxRail-Vir
c3-esx03 rac. 1 1 o SAS PX06SMBO75X 25HB56GS AS10 TOSHIBA 34816 VxRail-Vir
4 »
Hardware - Power Supplies
The Power Supplies view displays each power supply along with its location, serial
number, part number, and version.
HARDWARE DATASTORES

View Power Supplies -

4 power supplies ]
Appliance Serial # / PSNT 1 Power Supply 1 slot Serial Number Part Number Version Number
23HBYK20000000 Power Supply 1 1 V074103PSUSNOOD OCMPGMAD1 040826
23HBYK20000000 Power Supply 2 2 V074103PSUSNOO1 O0CMPGMAQ1 04.08.26
23HBYK20000001 Power Supply 1 1 V074203PSUSNOOD OCMPGMAD1 040826
23HBYK20000001 Power Supply 2 2 V074203PSUSNOO1 O0CMPGMAQ1 04.08.26
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Hardware - Version Information

The Version Information view provides the version information for the different objects
on the system.

HARDWARE DATASTORES
View  Version Information -
3 ESXi versions
Hostname |- ESXi Dell PTAgent
c3esx0lracke.  7.0.3-19193900 2527
ces02racke.  7.0.3-19193900 2527
c3esx03.racke 7.0.3-19193900 2527

BIOS

2122

2122

2122

BMC

5.100.10.20

5.100.10.20

5100.10.20

BOSS

25.13.3024

25.13.3024

25133024

Boot Device

N201DL43

N201DL43

N201DL43

Expanded Backp...

@ ¢PLD @ HBA

107 16.17.01.00
107 16.17.01.00
107 16.17.01.00

Hardware — Data Processing Unit

The Data Processing Unit view displays the DPU details of each node in the system.

HARDWARE DATASTORES
View Dala Processing Uit
13 data processing units
Hosiname T Model OF Wersion Shot Serial Mumier Manufscrurer
- APEX Private Cloud Services - - DEINISIF0IING - =
- APEY Hybid Cloud Services - - DEIGSIMOING -
- AP ey Cloud Senvites - - DEIONIHIT0ING -
- Viail G560 - - DE0OT91703315 -
ViRl £560 HRZ1LHZ0000000
- ViiRall ES60 - - 23HBYVK 20000000 - —
4 3
Datastores

The Datastores tab provides capacity utilization information for each of the datastores on

the cluster.

HARDWARE

1 Datastore

Hame

DATASTORES

VrRail-VirtuahSAN-Datastone-3301Tfea-9¢13-41d8-8247-164482487384
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Capacity

HCI system
details —
Performance

Hyperconverged infrastructure systems details

The Capacity tab provides a capacity forecast chart on the top of the page. As with other
systems, the chart displays the predicted full date along with a confidence range. The time
range of the chart can be changed using the “From” and “To” drop-down menus. The
bottom of the page displays a simple horizontal bar chart showing the breakdown of Total,

Used, and Free capacity on the cluster.

B Dell Mart - Mega Market Boston, MA  varai ess0| 23Hevk20000000 [ LAUNCH MyVxRail

- .
A Health & Inventory - Capacny m Performance
Capacity Forecast Predicted Date to Full Jun 21,2022

From 3 menths ago i1} To Predicted Full M| Actual Growth per Month  (22.7 TB) 25.3 % of Total

28 Feb TMa M ZiMar 28 Mar 4 apr 1. 4pr 18.Apr  25.Ap 2 ey 9. sy T6.May 23 May 30 May 6 Jun 13.0un  20.Jun

90978 — .

Free ™ Used Total - Forecast Used Confidence Range

Total Capacity 90.00 TB

W Physical Used 73.10 TB Free 1690 TB

The Performance tab provides 24-hour charts of CPU, Memory, Disk, Networking
utilization, and Power consumption on the system. Clicking the Host Metrics Report link
creates a custom report on CPU, memory, disk, and networking utilization for each host in
the VxRail cluster.
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H Dell Mart - Mega Market

Boston, MA  vrail 560 | 23HBvK20000000

@ Performance

A Health © Inventory = Capacity
CPU Utilization
Metnz 16:00 1800 20:00 400 7. Nav
15%
CPU (Utilization)
10%

Viewing datz from the last 24 hours

0200 0200 0600

9800

[} LAUNCH «CENTER

[B HOST METRICS REPORT

AN P AW A )

Disk (Utilization)

=%
0%
Average 7.5% Maximum 10% Minimum 5% = Anomaly - NONE
Memory Utilization
Metric 16:00 1600 20:00 2200 7-Nav 02:00 0200 0600 0800 000 12:00 1400
15%
Memory (Utilization)
0%
5%
0%
Average 7.6% Maximum 12% Minimum 3% -+ Anomaly -/ MONE
Disk Utilization
Metnic 16:00 1600 20:00 200 7. Now Q2:00 04:00 0600 08:00 10:00 1200 14:00
60 8ps.

AR A i ARt

Average 304 W Maximum 2.3 kW

Minimum 196 W

208ps
DBps
Average 35Bps Maximum £2.7 Bps Minimum 20.4 Bps = Anomaly . NONE
Networking Utilization
Metnic 16:00 1600 20:00 200 7. Now Q2:00 04:00 0600 08:00 0:00 1200 14:00
403ps
Metworking (Utilization)
aDBps
208ps
108ps
DBps
Average 14Bps Maximum 20.9 Bps Minimum 35.5Eps -+ Anomaly -/ NONE
Power Consumption
Metric 12:00 15:00 18:00 21:00 18.Sep 03:00 06:00 09:00
3kwW
Power (Consumption)
o ) 2kW
Histerical Seasonality
Anoma
y
ow

-+ Anomaly ‘P HIGH
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Server details

Introduction Dell AlOps supports the monitoring of PowerEdge servers and modular chassis through a
plug-in to OpenManage Enterprise and through Dell Connectivity Client for applicable
systems. The multisystem views for servers have been discussed earlier in this paper.
This section documents the available information in the system details page for a
PowerEdge server. Each server has the Health, Inventory, and Performance tab, and will
have a Cybersecurity tab if that feature is enabled. Each tab provides a link to view the
server in OpenManage Enterprise for systems connected using OpenManage Enterprise
and the plugin. The details of each tab are described in the following sections.

At the top of the page, an Actions menu allows users to select one or multiple servers in
the list and either perform a power control action or edit tags for the group. The selected
action applies to all selected systems. Note that remote operations must be enabled in
OpenManage Enterprise and the Dell AlOps user must have the Resource Operator role
to perform maintenance actions on the PowerEdge system. See Appendix E: PowerEdge
Supported Features by Connection Type for feature support details.

Each tab also provides an Actions menu. These actions include blinking the LED to help
locate the server in the data center. Users can also perform power control operations
such as power on, power off, and shutdown. The sync device option refreshes the server
to retrieve the latest data for inventory, health, alerts, and cybersecurity.

B WIN-SYS02PES6 |

ACTIONS -

Blink LED
LED On
LED Off
Power Control
Power On y
Power Off
Power Cycle System (Cold Boot)
System Reset (Warm Boot)
Graceful Shutdown
Other Actions

Sync Device
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PowerEdge Dell AlOps provides the Proactive Health Score for each server monitored by Dell AlOps.
system details — Only the Components category is used to calculate the health score for servers. As with
Health other systems, each health issue identified in Dell AlOps has a corresponding

recommended remediation. Servers also have a System Alerts tab to allow the user to
quickly see any alerts that are potentially impacting the system’s health. The Health Score
History is tracked at the bottom of the page to help identify recurring issues.

H WIN-SYSO2PEB6  Powerkdge mxsaoc | amx1spe > TAGS

ACTIONS ~

iDRAC Health Status @ Critical Power State 20n

™ Health

E Inventory [y Performance £ Jobs @ Cybersecurity

Health Score History

7 O Components is the top health check category impacting WIN-SYS02PE86's health score.
POOR
Health Issues System Alerts

Total Issues 2 B Components 2 issues

B Components 30 -30 1dayago FAN0029: Fan 5is either removed, incorrectly installed, or not present.

-10 1dayage TMPO120: The system inlet temperature s greater than the upper waming threshold

VIEW IN OPENMANAGE ENTERPRISE [

Management IP [1198.51.100.86

(GENERATE PROSUPPORT ASSESSMENT

From  Sep 21,2025, 3:30:00 PM - & To Now -
Health Changes
Sep22 1200 Sep23 12:00 Sep2d 1200 Sep25 1200 sep 26 1200 @ é’né;"S's'U'E's 0 resoived Isues
s Sep 23, 2025, 3:30:00 PV
@ 0 new issues, 0 resolved ssues
< Sep 21, 2025, 3:30:00 P
90) 1 new issue, 0 resolved issues
2
° °
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The Inventory page provides configuration, firmware, contract, and license information for
the server. The top half of Inventory provides various attributes about the server including
operating system name and version, memory and CPU information, and Chassis
information.

] Health E Inventory [l Performance % Jobs @ Cybersecurity (GENERATE PROSUPPORT ASSESSMENT
Status Identification Location
iDRAC Health Status @ Critical Asset Tag ME-Research-86 Site Name ACME Headquarters
Power State on Service Tag AMX18PE Location ID ACME Headquarters
Contract Expiration @ Sat, 26 Sep 2026 19:29:30. DRAC Name idrac-amx18pe.devops.acme... Datacenter TX-RR-DC1
Last Contact Time Sep 25,2025 Express Service Code 12349876184 Location Details ML Research Labs, 42, 13,17
MAC Address 01:00:5E:90:10:42
Management 0s Information Hardware
Management IP [4198.51.100.86 0S Name Windows Server 2012 R2 Model PowerEdge MX840c
Connection Type OpenManage Enterprise © 0S Version 6.3 Processor Summary 2 Processors: Intel(R) Xeon(...
OME IP Address (4198.51.100.201 Hostname WIN-02PESE Total Memory 16.0 GB
OME Collector ML-Research-OME
Chassis Information
Chassis Health S0k
Chassis Name ML Research Chassis 02
c ServiceTag  AMX18CH
SlotName  Slot1
Chassis Slot 1

The bottom of the page has the following tabs: Hardware, Firmware, Licenses, Contract,
Management Info, and Applications. A Virtual Machines tab is available and populated for
servers running ESXi. Virtual machine information requires discovery of vCenter using the
Dell AlOps Collector. See Appendix A: Enabling Dell AlOps at the system for additional
details.

Hardware

The Hardware tab has an additional drop-down menu to view information for the following
components:

e All Hardware

e Device Card Information

e FC Ports
e FRU
e GPU

e Memory Information
o Network Devices

e Physical Drives

e Power Supplies

e Processors

e Storage Controllers
e Storage Enclosures

e Virtual Flash
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Hardware Firmware Licenses Contract
View  AllHardware -

All Hardware

St e Details
Device Card Information

FC Parts 2 Graphic
FRU

[ s 2 Power 9
GPU

-1 3 Device

Memory Information

Network Devices sical Drives 2 Physical
Physical Drives

a rollers 1 Storage
Power Supplies

% Processors ysures 1 Storage|
Storage Controllers
Storage Enclosures

Virtual Flash

Slots

The Slots tab is only available for PowerEdge chassis. It includes the slot number, the
system name, health of the chassis, power status (on or off), model, service tag, slot type,
slot name, and slot identifier.

Firmware

The Firmware tab lists BIOS and Firmware versions, installation dates, and latest
available versions.

Hardware Firmware Licenses Contract Management Info Applications
5 firmware entries VIEW IN SYSTEM UPDATES [Ty
Component Name Sofware Type Version Install Date Raw (7) Compliance Message (7
Backplane 0 FRMW 51 September 26, 2024, 3:36:18... 427
Backplane 0 BIOS 51 September 26, 2024, 3:36:18 @ Not Available
Backplane 0 BloS 426 September 26, 2024, 3:36:18... s
BIOS BIOS 1611 June 28, 2025, 3:36:18 PM o2
BIOS BIOS 102 September 26, 2024, 3:36:18. @150
Licenses

The Licenses tab shows various information about the license including the status, the
license type (perpetual or evaluation), a description, license expiration (for evaluation
licenses), and the Entitlement ID.

Hardware Firmware Licenses Contract Info
1 license il
Status Type Description Expiration Entitlement ID
& Unknown Perpetual IDRACT Express License - FN-1504441295
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Contract

The Contract tab shows support contract information. This includes Status, a description,
the contract type, and start and end dates.

HARDWARE FIRMWARE LICENSES CONTRACT MANAGEMENT INFO

1 contract [ VIEW ON DELL SUPPORTSITE [N
Status Service Level Description Start Date Expiration
@ Active Prosupport Plus Wed, 31 May 2023 18:03:59 GMT Sat, 31 May 2025 18.03:59 GMT

Chassis Group

The Chassis Group tab is only available for PowerEdge chassis. The tab includes the
name of the chassis in the group, the service tag, the role (member or lead), the
PowerEdge model, the health status for the chassis, and the power status (on or off) for
the component.

Management Info

The Management Info tab provides the IP Address, MAC Address, Name, and DNS
Name of the iDRAC. There is also a hyperlink to launch the iDRAC management URL so
that users can quickly go to the iDRAC and perform any necessary remote management
tasks.

Hardware Firmware Licenses Contract Management Info Applications

1 management agent M
IP Address MAC Address Name Management Url DNS Name

198.51.100.86 01:00:5E:90:10:42 WIN-02GODDHDJTC [ https://198.51.100.86/ idrac-amx18pe devops acme.com

Virtual Machines

The Virtual Machines tab is visible for servers running ESXi and lists various information
about each VM including name, IP address, operating system, vCenter name, and ESXi
Cluster.

HARDWARE FIRMWARE LICENSES CONTRACT MANAGEMENT INFO VIRTUAL MACHINES

virtual machine i}

Name Network Address Operating System vCenter Cluster

Prod_vM3 10.0.2.1 Red Hat Enterprise Linux 5 (64-bit) 10.0.0.100 IDRAC.AP4BXNR local
Applications

The Applications tab includes information about the applications connected to the
system. It shows the health of each application, the names of the applications (including
links to the Applications page), the services that received at least one call during the
specified period, the number of calls during the specified period, the average latency, the
percentage of erroneous calls, and a link to Instana (Launch) to launch the applications
detail page.
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PowerEdge
system details —
Performance

The Performance tab provides 24-hour charts for key performance metrics for chassis
and servers, including:

e CPU Usage (servers only) - CPU usage based on time that is spent in an active
state compared to time spent in an inactive state.

e GPU Usage (servers only)

e Memory Usage (servers only)

e SYS Usage (servers only)

e System Board 10 Usage (servers only)
e CPU Temperature (servers only)

e System Inlet Temperature

o System Net Airflow (servers only)

e Power Consumption

e Power Headroom (chassis only)

e System Energy (chassis only)

For servers, the first chart on the tab shows the GPU utilization for each GPU in the
system. Color-coded lines graph the usage for each GPU for the past 24 hours.

[l Performance

P Health  [§ Inventory £ Jobs @ Cybersecurity GENERATE PROSUPPORT ASSESSMENT
(@ Past 24 Hours ) Forecast
Viewing data from the last 24 hours
GPU Usage
GPU DETAILS
All GPUS GPU1 GPU2 GPU3 GPU4
GPU Name 08:00 11:00 14:00 17:00 0ct9 23:00 02:00 0500
80%

GPU 1 Utilization
GPU 2 Utilization
GPU 3 Utilization

GPU 4 Utilization
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The charts which follow show additional metrics and include the average, minimum and
maximum values of each metric during the time period. Performance anomalies are
highlighted in the charts as dark blue shaded areas. Configuration changes are identified
with blue rectangles along the X-axis. Clicking the rectangle opens a window that provides
details about the configuration change. The following image shows an example of the
CPU and Memory Usage chart.

il Performance

Bd Health E Inventory & Jobs ® cCybersecurity GENERATE PROSUPPORT ASSESSMENT

@ Past 24 Hours () Forecast

Viewing data from the last 24 hours

CPU Usage PROCESSOR DETAILS

e 1700 Sep 5 2300 02:00 0500 08:00 11:00 1200

CPU Usage 758
Historical Seasonality

Anomaly

Configuration Changes

Average 27.3% Maximum 75% Minimum 10% - Anomaly ‘] HIGH

Memory Usage MEMORY DETAILS
N 17.00 Sep25 2300 0200 0500 08:00 1100 1400
Memory Usage

Historical Seasonality

Anomaly

Configuration Changes

Average 29.3% Maximum 95% Minimum 10% - Anomaly ‘" HIGH

Note: Available metrics vary based on license type, hardware, and firmware levels. See the AlOps
Infrastructure Observability for PowerEdge section of the OpenManage Portfolio Software
Licensing Guide for additional details.

Dell AlOps also provides performance forecasting charts for PowerEdge servers. The
forecasting charts are available for:

e CPU Usage
e Memory Usage
e System Usage

e |O Usage
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Server details

PowerEdge
system details -
Jobs

Dell AlOps uses predictive analytics to understand the historical trends and usage and
determine when these resources will reach their maximum value. By identifying when a
resource will be fully used, Dell AlOps helps with workload planning, allowing users to
plan to add additional resources to a server or migrate certain workloads to lesser used

systems.

PJ Health E Inventory i} Performance £ Jobs ® Cybersecurity

(O Past 24 Hours (@ Forecast

CPU Usage Forecast Predicted Date to Maximum: Sep 28, 2025

GENERATE PROSUPPORT ASSESSMENT

From 3 months ago - To  First Predicted Maximum = 15
Jun 30 7 Jul1g Jul 21 Jul2g Aug 4 Aug 11 Aug 18 Aug 23 Sepl Seps Sep13 Sep22
100% *
| | :
so
o
T CPUUsage — Maximum - CPU Usage Forecast
Memory Usage Forecast Predicted Date to Maximum: Oct 13, 2025
From 3 months ago - & To  First Predicted Maximum - @l
Jun30 27 a1 izt Wiz fugd fug 11 augta fug?s sept e Sep1s S22 o129 o6 oct13
- .
. .
S0
o
T MemoryUsage  — Maximum Memory Usage Farecast

The Jobs tab lists information about the jobs for this system. Each job lists the name of
the job, the type, when it started, the job status, and the total number of systems. Clicking
the icon in the Details column opens a job summary (including duration, progress, and
who the job was created by) as well as applicable actions, such as the ability to cancel,

Pd Health E Inventory ) Performance & Jobs ® Cybersecurity
A\
Details Job Name Job Type: SwrtDateand.. | Status Total Systems Blink LED ON
2] Blink LED ON Device Action Sep 182025,01:2... @ Success 1

Job Created by
Job Type
Job ID
Status
Start Date and Time

End Date and Time

Duration

Estimated Job Time

Progress

GENERATE PROSUPPORT ASSESSMENT
GO TO ALL JOBS

1Job

ACTIONS ~ X

a@a.com

Device Action

GJDHOL

@ Success

Sep 18 2025, 01:20:40 PMUTC
Sep 18 2025, 01:50:40 PMUTC
0.5 hour

0.5 hour

100% Complete
Total Errors (0)
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edit the job name, edit the job schedule, or to retry the job. Clicking the job nhame opens a
larger window with full job information and an export option.

PowerEdge The Cybersecurity tab is available for PowerEdge servers and chassis that have

system details -  cybersecurity collections enabled in OpenManage Enterprise or connected via Dell

Cybersecurity Connectivity Client. See Appendix E: PowerEdge Supported Features by Connection
Type for differences in feature support.

There are two tabs at the top of the page: Misconfigurations and Security Advisories. The
top Misconfigurations tab displays the risk level of the system, a summary of the
misconfigurations and their severities, and a chart showing the percentage of enabled
tests in the evaluation plan. The Security Advisories tab lists any Dell Security Advisories
that are applicable to the server or chassis. At the top of the tab, the number of advisories
classified according to their impact displays. Each DSA is listed in the table at the bottom
of the tab by ID. The other columns include the severity of the impact, a short description
of the advisory, the type of advisory, the affected component, and when the advisory was
last updated. Clicking View Article in the Action column opens the full text of the DSA
described by the row.

© Cybersecurity

\] Health E Inventory () Performance % Jobs GENERATE PROSUPPORT ASSESSMENT

@ High RiskLlevel O 28 14
Misconfigurations Security Advisories

MISCONFIGURATIONS SECURITY ADVISORIES

Impact

00 410 o4 0
Critical High Medium Low
14 Security Advisories
Advisory ID Impact 2 |, Synopsis Type Component Updated 1 1, Action
DSA-2023-014 A High DSA-2023-014: Dell Pow. Server BIOS Jul 18,2023, 12:00:00 A View Article (5 -
DSA-2023-134 A High DSA-2023-134: Security ... Server BIOS Jun 30, 2023, 12:00:00 A. View Article B3
DSA-2023-097 © Medium DSA-2023-097: Security ... Server BIOS Jun 26, 2023, 12:00:00 A. View Article 5

DSA-2022-161 & Mesium DSA-2022-161: Dell Pow. Server BIOS Jun 23,2023, 9:08:01 A View Article [3
DSA-2023-096 A Hign DSA-2023-096: Security Server BIOS Jun 19,2023, 12:00:00 A View Article 3

DSA-2022-204 A Hign DSA-2022-204: Dell Pow. Server BIOS Mar 14, 2023, 45132 P. View Article [
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Two additional tabs appear at the bottom of the Cybersecurity tab: Misconfigurations and
Evaluation Plan. The bottom Misconfigurations tab lists the active issues along with the
recommended remediation and the time the issue was identified. Selecting one or more
issues in the list and then clicking the Resolve button resolves those issues after the user
confirms the action in the verification window.

B Health B Inventory (] Performance £ Jobs ® Cybersecurity GENERATE PROSUPPORT ASSESSMENT

@ High RiskLlevel O . 28 i S M es

MISCONFIGURATIONS SECURITY ADVISORIES
Misconfigurations Evaluation Plan
al ® 22 S 28 310731 Tests
High Medium Low Total
MISCONFIGURATIONS EVALUATION PLAN

28 misconfigurations

[0] Severity T Misconfiguration Job Status. Created
v A Hioh Secure Boot is disabled - 53 days ago
Description: Created
This test verifies that Secure Boot is enabled Aug 7, 2025, 06:10:12 PMUTC

UEFI Secure Boot s a technology that eliminates a major security void that may occur during a handoff between the UEF| firmware and UEF| operating system (0S). In
UEFI Secure Boot, each component in the chain is validated and authorized against a specific certificate before it can load or run. Secure Boot remaoves the threat and Security Control Family
provides software identity checking at every step of the boot— Platform firmware, Option Cards, and 0S BoctLoader. System and Information Integrity

It is recommended to enable Secure Boot capability. Eval UEUEV" Test
Secure Boot is enabled

Remediation:

Secure Boot can be configured as part of the BIOS settings through the iDRAG interfaces.

(For example, in the IDRAC UI, you can search for or locate the BIOS settings.)

For additional configuration information, refer to the iDRAC online help or select the appropriate iDRAC manuals and refer to the documentation for the Users and Security
Configuration guides.

> @ Medum VNC server is enabled - 56 days ago

> 4 Medium The SNMP agent is not configured for SNMPY3 - 15 days age

The Evaluation Plan tab lists the possible tests and the status of each test:
e Notin Plan: The test is not part of the evaluation plan.
e Deviation: The test is enabled, and there is an active issue.
e OK: The test is enabled, and there are no active issues.
e Not Supported: The test is not supported.

o Not Applicable: The test is for a capability that depends on another capability
that is disabled.

o Not Evaluated: The test is for a system with a disabled evaluation plan or for a
system with an enabled evaluation plan, but the test has not yet been run.

The Details icon shows the test description and in instances where there is an active
deviation, it shows the recommended remediation.
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J Health E Inventory [y Performance 7 Jobs @ Cybersecumy GENERATE PROSUPPORT ASSESSMENT

High RiskLevel O 28 14
Misconfigurations Security Advisories

MISCONFIGURATIONS SECURITY ADVISORIES

Misconfigurations Evaluation Plan

al © 22 5 28 310131 Tests
High Medum Low Total
MISCONFIGURATIONS EVALUATION PLAN
31 evaluation tests

Evaluation Tests Status. Last Detected Deails

b Access Control 5 deviations -

+ Audit and Accountabilfy 2 deviations -
NTPis secured Deviation Sep 28, 2025, 00:20.08 PM UTC 2
NTP time synchronization is enabled 0K E
Remote Sysiog is enabled Deviation Sep 29,2025, 075516 AM UTC G

> Configuration Management 4 deviations -

Data protection details

Introduction

PowerProtect DD

Dell AlOps includes the ability to monitor PowerProtect DD series backup storage
systems and PowerProtect Data Manager. This section describes the current use cases
for each.

There are at least four tabs available on the system details page for PowerProtect DD:
Health, Inventory, Capacity, and Performance. The Cybersecurity tab is available for
those PPDD systems that have cybersecurity collections enabled in DD System Manager.
The “Launch DD System Manager” hyperlink is available on each tab to allow users to
quickly go to the element manager in circumstances where additional detailed information
is needed. At the top of the page is the system model and serial number for the selected
system. Other details available in each tab are presented below.

PowerProtect DD system details — Health

All five categories are supported for determining the health score of each DD system. As
with all other systems, each issue has a recommended resolution and the health score
history is available at the bottom of the page.
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E dd-1ab-01  oossoo| apmomi72712073 TAGS LAUNCH DD SYSTEM MANAGER [

7 Health B Inventory & Capacity [l Performance Cybersecurity

Capacity is the top health check category impacting dd-lab-01's health score.

Health Issues

Total Issues 1
Components o -20 15 hours ago  Capacity threshold has exceeded 80% of the total cloud tier capacity
Configuration i
= Capacity
Performance “
Data Protection -

Health Score History

From  Sep9,2025 8:45.07 AM - A To Now - &
Sen 10 Sep12 Sep14 Sep 16 Sep 18 Sep20 Sep 22 Sep 24 Sep 26 Sep28
—_— T T T T L | Health Changes
Sep 10 Sep12 Sep 14 Sep 16 Sepi8 Sep20 Sep22 Sep24 Sep 26 Sep28 80
I “ 1 new issue, 0 resolved issues
/ \
— S Sep 14, 2025, 8:45.07 AM
0 new issues, 1 resolved issue
50 Sep 9, 2025, 8:45:07 AN
80) 1 new ue, 0 resolved issues
25
L]

PowerProtect DD system details — Inventory

The top portion of the Inventory tab provides various attributes including the site name,
location ID, version, deployment type, and contract information. The bottom of the page
contains the following tabs: Services, Replication, MTrees, and Disks. Each tab is
discussed below.

Services Replication MTrees Disks
9 services ful
Service Status
CIFS @ Enatled -
Cloud @ Enabled
DDBoost @ Enabled
Encryption @ Enabled
File System @ Enabled
High Availability @ Enabled
NFS @ Enabled
[l (21 Nisahled v
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Services

The Services tab provides a listing of the various services running on the system along
with their status.

SERVICES REPLICATION MTREES DISKS 9 services [;]
Service T Status
CIFS @ Enabled
Cloud @ Enabled
DDBoost @ Enabled
Encryption @ Enabled
File System @ Enabled
High Availability @ Enabled
NFS @ Enabled
-
Replication

The Replication tab provides a listing and status of the replication sessions on the
system. This information includes the source and destination, the state, the time of the
last sync, and amount of remaining data to replicate from the source to the destination.

Services Replication MTrees Disks

2 replications ]
Source T Destination State Synced As Of Time Remaining(GB)
mtree://dd-lab-07.hopkinton.dell.com/da... miree:/fcerpbkup.hopkinton.dell.com/da... @ Normal Fri, Dec 18 2020, 9:55:00... 124
miree://dd-1ab-01 hopkinton dell.com/da mitree//corpbkup. hopkinton. dell.com/da... & Normal Fri, Dec 18 2020, 9:48:00... 00

The MTrees tab lists the capacity for each of the configured MTrees, Storage Units,
Virtual Tape Library (VTL) Pools, and so on, with the logical used, logical written, physical
written, and compression factor for the last 24 hours and the last 7 days.

3 MTrees M
Mtree Capacity Written Last 24 Hours Written Last 7 Days
Name - Logical Used (GB)  Logical Written (GB) Physical Written (GB) Compression Factor Logical Written (GB) Physical Written (GB) Compression Factor
/data/coll/backup 30 28 11 25 55.1 171 32
/data/coll/finance 2460 2176 3083 0 15232 21581 0
/data/coll/payroll 1504 1201 1985 0 840.7 1,389.5 0
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Disks

The final tab is the Disks tab. Each disk is listed with its slot, model, firmware, serial

number, capacity, and type.

Services Replication MTrees Disks
139 disks o
Disk - Slot Manufacturer/Model Firmware Serial Number Capacity(TB) ~ Type
11 0 M500DC400-MTFDBAKAD, 0154 1711164A8586 03 SATA-SSD ;
12 1 MS500DCA00-MTFDBAKA0. 0154 1711164A5800 03 SATA-SSD
13 2z M500DC400-MTFDBAKAD, 0154 1711164A5656 03 SATASSD
14 3 MS500DCA00-MTFDBAK4AD. 0154 1711164A5825 03 SATA-SSD
21 0 HITACHI H4SMR328_CLA... 5142 TH0NTX 07 SAS-55D
210 9 HITACHI H45MR328_CLA. 5142 74VOLBOX 07 SAS-35D
2n 10 HITACHI H4SMR328_CLA 8142 TAVOHT1X 07 SAS-SSD
212 1 HITACHI LASKEI22 1A 2112 FANTTIY N7 sac.esn -

PowerProtect DD system details — Capacity

The top of the Capacity tab displays the Capacity Forecast chart with the historical
available and used capacity and the predicted used capacity with the confidence range.

B dd-lab-01

DD9800 | APMOD172712073 TAGS

Pd Health B Inventory & Capacity [ Performance Cybersecurity

Capacity Forecast Predicted Date to Full: Jan 10, 2026

From 3 months age - = To  Predicted Ful - & Actual Growth per Month (2.4 T8) 4.6 % of Total

ul7 Jul 21 Augd Aug 18 Sep1 Sep 15 Sep20 et 13 Oct27 Nov 10
727.6TB

363.8TB

181978

e —

Avallable 77 Used Total - Forecast Used Confidence Range

LAUNCH DD SYSTEM MANAGER [

Nov 24 Dec® Dec22 Jans

The bottom of the page breaks down the physical and logical capacity on the DD system.
The left side of this view displays horizontal bar charts for Active Tier and Cloud Tier
Capacity. A third chart shows the total of active and cloud tier capacity. Each chart
provides the total, used and free capacity. The amount of cleanable storage is also
displayed as well as the reduction percentage and compression factor.
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The right half of this view provides a doughnut chart of total logical storage broken down
between local and cloud. This page allows users to gain insight into the capacity utilization
on the system and savings due to reduction and compression.

Active Tier Capacity 491.8 TB Storage Usage Logical Storage 679.7 TB

[ Physical Used 145.5TB Available 346.3 TB
Cleanable 0 B Reduction 83.6% Compression 6.1x 679 7 .

Total
Cloud Tier Capacity 272.7 TB

W Physical Used 2209 TB Available 51.8 TB
W ocal 419778

Cleanable 0 B Reduction 15% Compression 1.1x . Cloud 260.0TB

Total Capacity 764.5 TB

M Physical Used 366 4 TB Available 3981 TB

Cleanable 0 B Reduction 57.4% Compression 2.3x

PowerProtect DD system details — Performance
The Performance tab provides 24-hour performance charts for the following metrics:
e Pre-compressed Write Throughput
e Pre-compressed Read Throughput
e Incoming Pre-compressed Replication
e Outgoing Pre-compressed Replication
e CPU Usage
¢ Replication Streams Count (incoming and outgoing)

e Streams Count (reads and writes)
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An example of the first few charts is shown below.

E dd'lab'01 DD9800 | APM00172712073 TAGS LAUNCH DD SYSTEM MANAGER (5

4 Health [ Performance

E Inventory g capacity Cybersecurity
Viewing data from the last 24 hours
Pre-comp Write Throughput
Metric

715.3 MBps

Pre-comp Write Throughput

476.8 MBps
238.4 MBps

0Bps

Average 221.8 MBps Maximum 649.4 MBps Minimum 64.7 MBps

Pre-comp Read Throughput

MToe 100 400 17:00 Sep28 2300 02:00 0500 0s:00

NI

Minimum 0 Bps

Pre-comp Read Throughput

7.7 MBps
23.8 MBps

0Bps A

Average 3 3 MBps Maximum 70.8 MBps

Incoming Pre-comp Replication

Metric 585 KBps

100 400 17.00 Sep28 2300 02:00 0500
390.6 KBips
1953 KBps. ‘M
0Bps "L

Average 317.5KBps

Incoming Pre-comp Replication

Maximum 522.2 KBps Minimum 0 Bps

PowerProtect DD system details — Cybersecurity

The Cybersecurity tab is available for PowerProtect DD systems with cybersecurity
enabled.

There are two tabs at the top of the page: Misconfigurations and Security Advisories. The
top Misconfigurations tab displays the risk level of the system, a summary of the
misconfigurations and their severities, and a chart showing the percentage of enabled
tests in the evaluation plan. The Security Advisories tab lists any Dell Security Advisories
that are applicable to the system. At the top of the tab, the number of advisories classified
according to their impact displays. Each DSA is listed in the table at the bottom of the tab
by ID. The other columns include the severity of the impact, a short description of the
advisory, the type of advisory, and when the advisory was last updated. Clicking View
Article in the Action column opens the full text of the DSA described by the row.

Two additional tabs appear at the bottom of the Cybersecurity tab: Misconfigurations and
Evaluation Plan. The bottom Misconfigurations tab lists the active issues along with the
recommended remediation and the time the issue was identified.

The Evaluation Plan tab lists the possible tests and the status of each test:

e Notin Plan: The test is not part of the evaluation plan.
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e Deviation: The test is enabled, and there is an active issue.
e OK: The test is enabled, and there are no active issues.
e Not Supported: The test is not supported.

e Not Applicable: The test is for a capability that depends on another capability
that is disabled.

¢ Not Evaluated: The test is for a system with a disabled evaluation plan or for a
system with an enabled evaluation plan, but the test has not yet been run.

The Details icon shows the test description and recommended remediation for instances
where there is an active deviation.

E dd-lab-05  ops0o | eLmoDv2assTRW TAGS LAUNCH DD SYSTEM MANAGER [
W] Health B Inventory & capacity [ Performance Cybersecurity
@ High  Risk Level O _1 2
Misconfigurations Security Advisories
MISCONFIGURATIONS SECURITY ADVISORIES
Misconfigurations Evaluation Plan
A - o - 1 1 \SD 80f 11 Tests
elected
High Medium Low Total
MISCONFIGURATIONS EVALUATION PLAN
11 evaluation tests
Evaluation Tests Status Last Detected Details
> Identification and Authentication -
v Systems and Communication Protection 1 deviation -
D@RE is enabled OK (el
DD System Manager communicates over HTTPS Not Evaluated 2
Passphrase set Not Evaluated 2
Set encryption algorithm and key length to 256 bits 0K fel
Set replication encryption K )
Set up alert notification list K E
TLSv1.2 s enabled 0K o
Telnet protocol is disabled K 2
Use external key manager Deviation Sep 29,2025, 09:31:25 AM UTC fel
PowerProtect In addition to PowerProtect DD, Dell AlIOps can monitor instances of PowerProtect Data
Data Manager Manager. This allows users to see reports from Data Manager directly in the Dell AlOps

Ul. We saw earlier that instances of PowerProtect Data Manager are displayed in Data
Protection tab in the multisystem view for Inventory. Selecting an individual instance of
Data Manager directs the user to the details page which has four tabs: Summary,
Inventory, Protection, and Compliance. Each tab is discussed below.
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PowerProtect Data Manager details — Summary

The Summary tab allows the user to quickly see status and resource information for the
protection environment. The Data Protected section lists the total number of protected

and unprotected assets with the associated total capacity.

Dev Backup rowerProtectom | ELMPPDI0TB06GE  TAGS

& Summary

[ Inventory J Protection [ Compliance

U Data Protected

@ 19

Protected Assets

1.2TB

Capacity

7 664

Unprotected Assets

¢ Protection Summary Last 24 Hours

Primary Replication

Cloud Tier

w

@ Critical 1 0 0
Warning 3 1 0
@ Success 20 4 3

U Compliance Summary

Outof Compliance 0 0B In Compliance

Backup

Replication Cloud Tier

€ Out of Compliance 0 0 -

@ InCompliance 16

16

199.7TB

Capacity

Cloud DR

1.0TB

Cloud DR

LAUNCH POWERPROTECT DATA MANAGER [

U Asset Top Offenders

The Protection Summary section summarizes the number of assets that are protected
within a specified time range. The last 24 hours is the default time range, but this can be
changed to either the last 3 days or the last 7 days. The status is critical if all protection
activities failed during the selected time range. Warning means that the asset has both
failed and successful protection activities. Success means all protection activities
completed successfully. The assets are grouped into one of the following four backup

categories: Primary, Replication, Cloud Tier, and Cloud DR.

The Compliance Summary section displays the number and percentage of assets in
each of the four backup categories that are in and out of compliance with their protection

policy.
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The Asset Top Offenders section lists those assets with the most consecutive failures. A
link to the asset details page is available for these assets. The asset details page shows
the status of the last backup and the protection history of the asset. Users can filter the
Protection History table by time range, status, or activity.

ppdmdev > mssqldev33

Asset Name mssqidev33 System ppdmdev Active Policy Bronze © Enabled

Asset Type VM Asset Host sqldev33. >

Protection Summary

Asset

mesqldeva3
5 Primary Backup &7 Cloud Tier e Replication

[ — [E—— ppdmrepl #+e

€ Last backup: 3/29/21, 319 PMUTC Last backup: none Last backup: nane

Last successful: none.

Protection History

Y Fittered: — of 10 Activities M

Details Protection Type Status Start Time Completion Ti... Duration Initiated By Transfer R
Clear All X

X — _ a

Time Range (UTC) rp_J Primary € Critical Thu, Apr120... Thu, Apr120... 00:00:03 ADHOC

Glick iDelectatiateltange @l Primary © Critical ThuApr120..  ThuApr120.  DO:00:03 ADHOC -

Status fel Primary © Critical Thu, Apr120... Thu, Apr120... 00:00:03 ADHOC -

itical o Primary @ Critical ThuMar420..  ThuMar420.  DO:00:03 POLICY -

[ Success

Activity 3 Primary Critical Tue, Feb 16 2. Tue, Feb 16 2. 00:00:03 POLICY -

B4 Frima

. Y rp_J Primary € Critical Sat,Feb 13 2. Sat Feb 13 2. 00:00:03 POLICY - o
Replicate

O 4 > 4 >

[ Cloud Tier

[] Cloud DR

[ Promote

PowerProtect Data Manager details — Inventory

The Inventory tab shows various configuration information at the top of the page. The
bottom of the page has three tabs: Asset, Storage, and Audit.

Asset

The Asset tab shows the assets discovered by PowerProtect Data Manager along with
the host, asset type, active policy, and status of the most recent backup.
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Dev Backup PowerProtectDM | ELMPPD101806Q6 TAGS LAUNCH POWERPROTECT DATA MANAGER [

(% Summary @ Inventory ©J Protection % Compliance

IPvd 10.0.20.15 Version 19.19.019 Last Contact Time 50 minutes ago
Protected Assets 19 Protected Capacity 1278 Location [object Object]
Unprotected Assets 664 Unprotected Capacity ~ 19.7TB Site Name ACME Headquarters
Assets Out of Compliance Location ID ACME Headquarters 01

Assets in Compliance

ASSET STORAGE AUDIT

4 assels th
Asset Host AssetType  Active Policy Primary Status Replication Status Cloud Tier Status Cloud DR Status
mssqldev33 sqldev33. Y™ Bronze - - - -
TestvM7 Idpdb 1.+ M 29Policy - - - -
TestVMS Idpdb 1.+ M 29Policy - - - -
TestVM16 Idpdb0 4.+ VM 29Policy - - -

Storage

The Storage tab shows the storage systems available to PowerProtect Data Manager
systems. The model and total and available capacity are listed for each system.

ASSET STORAGE AUDIT
2 storage systems M
Storage System Name T~ Storage System Type Model Version Total Capacity Available Capacity
dd-lab-01 Protection Storage Syste. DD%800 7405671629 4363TE 14707TB
vmbackup29 Protection Storage Syste... DD3400 7.5.0.5-677770 440.3TB 1447 TB

Audit

The Audit tab aggregates the audit information from each of the PowerProtect Data
Manager systems. It provides a list of changes on the system, time of the change, the
user that made the change, the changed object, and the old and new values.

Dev Backup PowerProtectDM | ELMPPD101806Q6 TAGS LAUNCH POWERPROTECT DATA MANAGER [

(R Summary @ Inventory @ Protection s Compliance
1Pvd 10.0.2015 Version 1919019 Last Contact Time 50 minutes ago
Protected Assets 19 Protected Capacity 1278 Location [object Object]
Unprotected Assets 664 Unprotected Capacity 19.7TE Site Name ACME Headquarters
Assets Out of Compliance Location ID ACME Headquarters 01

Assets in Compliance

ASSET STORAGE AUDIT
3 audit logs il
Audit Type - Changed At Change Description Changed By Object Changed Previous Values New Values MNote
PROTECTION_... Fri, Aug 6 2021, .. 3 asset(s) assig... - ‘testPolicy’ - TestVM3, TestV.. -
PROTECTION_... Fri, Aug 6 2021, .. Protection Policy. admin testPolicy - testPolicy -
PROTECTION Fri, Aug 6 2021, _ Job Protecting V. admin Protecting VM - - - -
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Data protection details

The Protection tab provides additional details of the protection status for each asset. This
tab includes the following:

e Asset name and the host on which it is running

o Asset type (VM, Database, File System, VMAX Storage Group, or Kubernetes)

o Name of the active protection policy

e Status of each protection activity for the asset

A dash indicates that protection activity is not configured for the asset.

Dev Backup  rowerProtectom | ELMPPD10180605

(& Summary B Inventory
5 4 Asseis
Asset Host
mssqldev33 sgldeva3
TestvM7 IdpdbQ1 7.
TestVM5 Idpdb01 7 =
TestVM16 Idpdb07 4. =

© Protection

TAGS

& Compliance

AssetType  Active Policy
VM Bronze
VM 29Policy

VM 29Policy

VM 29Policy

Primary Status
€ Critical
@ Success
@ Success

@ Success

Replication Status
@ Success
@ success
@ Success

@ Success

LAUNCH POWERPROTECT DATA MANAGER [7

Cloud Tier Status

Cloud DR Status

PowerProtect Data Manager Details — Compliance

The Compliance tab displays details of each asset’s compliance for each configured
activity to the defined service level agreements in the protection policy. This tab includes
the asset name and the host on which it is running, the asset type, the active policy, SLA
name, activity type, status, and the number of failed objectives.

Dev Backup PowerProtectDM | ELMPPD101806Q6

TAGS

(& Summary | Inventory J Protection

T 8 Activities

Details Asset Host Asset Type
el Testvm12 Idpdb016. === _
(3l TestvM13 Idpdb016. === _
fol Testym12 Idpdb016. === _
fo Testym12 1dpdb016. 7 _
[ TestvM12 Idpdb016. === _
&l TestvM13 1dpdb0T6. = -

E2 Compliance

Active Policy

59Policy

59Policy

59Policy

59Policy

59Policy

59Policy

SLA Name

59BackupSLA

59BackupSLA

59CloudTierSLA

59PromotionSLA

59ReplicationSLA

59CIoudTierSLA

Activity

Protect

Protect

Cloud Tier

Promation

Replicate

Cloud Tier

LAUNCH POWERPROTECT DATA MANAGER [

Status

Failed

Failed

Success

Success

Success

Success

Failed Objecti.. -
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For instances where there is a compliance failure, clicking the Details button opens a
panel providing additional information. This information includes the failed objective, the
error code, the reason, and remediation.

Failed Objectives for TestVM12 x

Failed Objective
Recovery Point
Error Code
CPLEDDOZ
Reason

No copies found for protection stage between [Mar 21,2021 08:00:00 PM UTC] and
[Mar 23, 2021 12:00:00 AM UTC].

Remediation

.Please check whether protect job succeed and copies generated for this asset.
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VMware details

Dell AlOps supports integration with VMware environments. It uses a local collector that
communicates to vCenter using a read-only privilege. The collector sends the data back
to Dell AlOps through the secure connect gateway.

Besides viewing VMs in the Virtual Machines tabs detailed earlier in this document, users
can search to find a VM and access the Virtual Machines Details page.

Q. mr_vm| P

Q, Results for "mr_vm"

[_'l:] MR_VM2

[_'l:] MR_VM1

View All Results (2)

The search results immediately provide some initial information about the VM including
name, operating system, and IP address. Selecting “View All Results” provides additional
details including vCenter, ESXi, Datacenter, and ESXi Cluster.

The search feature will find the following VM-related properties:
e VM name
e vCenter
e ESXi Server
o ESXi Cluster

e Datacenter

Selecting the VM name hyperlink directs the user to the Virtual Machine Details page. The
top of the VMware Details page contains various properties and attributes for the VM. It
includes capacity information to understand the amount of storage allocated and used by
the VM as well as vCenter and ESXi cluster information to understand where the VM

O MR_VM1 } LAUNCH VSPHERE
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resides. The downward pointing caret in the upper right of the window will minimize this
section of the UL.

The bottom half of the page is dedicated to performance and storage path information.
The left side of the window displays three 24-hour charts for the following key
performance metrics: CPU Readiness (%), Active Memory (%), and Storage Latency
(ms). Performance anomalies are identified in any of the charts as shaded blue areas.
Dell AlOps identifies performance impacts on the storage latency chart with pink shading.
There is also a 24-hour chart that identifies configuration changes. Selecting a box along
the horizontal axis opens a window with details of the configuration change. Selecting a
point in the performance charts displays a window showing the values of the historic
seasonality and actual value at the selected time.

Performance  As of May 27, 2022 12:30 AM Performance impacts May 26, 2022 23:55 - May 27,202201:00 ~ [JESCJ GO TO ALL METRICS
CPU Readiness (%) END TO END MAP STORAGE PATHS CONFIGURATION CHANGES
16
Research Cluster Market Research
Active Memory (%) [El]

00

=)
@

MR_VM1 LocalESX1 Datastore MR Netwark MR_Pool1_LUN1
Storage Latency (ms)

Configuration Changes

Performance Impact Possible Causes

LEE] May P7 235

Historic Performance Configuration
Seasonality Impact Changes

The right side of the window has three tabs: End to End Map, Storage Paths, and
Configuration Changes.

End to End Map (shown above) — This tab is an interactive end-to-end map of the
following items:

e Virtual machine

o ESXi Server

e ESXi Cluster

e Datastore

e Network

e Storage Object (LUN, volume, or storage group)
e Storage System

Key performance metrics are displayed for the selected items in the map. By default, the
latest value is displayed for each metric. However, if the user selects a point in time in the
VM performance charts on the left, this view is updated to show the corresponding values
at the selected time. Users can select a time of interest in the VM performance charts and
then select various objects in the data path to view their corresponding performance
metrics.
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Storage Paths — This tab maps each datastore to the storage object (LUN, volume, or
storage group) on each system. This information allows users to map different datastores
to different storage objects. If a performance impact is selected in the performance charts,
the impacted components are highlighted with a pink square.

END TO END MAP STORAGE PATHS CONFIGURATION CHANGES
Datastore Type Storage System
v Datastore MR VMFS MR_Pool1_LUN1 Market Research
Host Adapter Fabric/Partition ID Array Adapter
10:00:00:90:FA:53:56:72 17 SP AFCPORT?7

Configuration Changes — This tab provides a summary of VM-related and infrastructure-
related configuration changes over that last 24-hour time period.

END TO END MAP STORAGE PATHS CONFIGURATION CHANGES

Last 24 Hours

VM/ESXi 2

vMotion/DRS CPUs/RAM
Related Infrastructure 1 1
Storage Network

Selecting the number in the Configuration Changes view opens a window that displays
details about the configuration change or changes. This allows the user to correlate
configuration changes in the environment with potential performance impacts.

Date Property Previous Value New Value
Apr 10,2020, 9:11:00 AM Memory Size 8.0GB 120GB
Apr 10,2020, 9:11:00 AM MNumber of CPU 1 2

CLOSE
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Custom Tags

Introduction

Users can enhance the data collected in Dell AlOps with customer-specific metadata

called tags. Tags can be used to tag systems and components with business-specific
data. Tags are entered as a Key:Value pair. For example, BusinessUnit:Engineering is a
tag where BusinessUnit is the tag key and Engineering is the tag value. A second tag may
be BusinessUnit:Finance. This example allows users to assign different business units to
various assets.

Accessing tags

System level tags can be seen in any of the multisystem views. Once systems are tagged,

views can be filtered based on one or more tags. The following figure shows the
multisystem view for capacity for storage. By hovering over the tag icon in the upper right
corner of each card, the user can see the defined tags for the system.

llln Dell AlOps
(} Home

Monitor

B Manage
@ Optimize
Reports
@ Cybersocurity

@ Admin

Infrastructure

Test_Dev
UnityVSA | FCNCH0972C32F;

By}

Physical
Usable

O
Physical
Usable

ovisiondd gyysing

«

R 0 @ APEX-Block-Boston

sUnit:Services

Environment Dev
~ ServiceLevelSilver

EDIT TAGS

Disaster Recovery
UNITY 400 | FCNCH F2

=

68.5T8 (52.1%

53.17B (40.3%

Overall Efficiency

58278

APEX Block Storage Services | 6CC0643

|e
8a

HR_Remote

PowerMax_2500 | 000296800647

Effective
Usable

18578
ot

1

=

110.978 (23.5%)
360.4 T8 (76.5%)

8.3PB

O @ Account Management
MES012 | CIQAPUT

| use 3778 (47.6%)
F 4078 (52.4%)
Provisioned 58718
B
Physical Savings

Usable Overall Efficiency 211
i 151
Snapshots a1

@ Manufacturing_Dev D

PowerStore 9000 | RV429L63

J usea 62578 (25.0%)

Provisioned 25078
.
Physical Savings
Usable Overall Efficiency 1211
Thin 211
s 1001
Data Reduction an

187578 (75.0%)

Users can also switch to the list view and see them under the Tags column. When the
text in the Tags field exceeds the column width, a +X is shown where X is the additional
number of tags defined for that system. To view the additional tags, hover over the +X.

Infrastructure
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28 systems B B O
HealthSco..  System dentifier Model Used (T8) Free TB) Usable (TB) Provisioned(TB)  DataReduc.  Overal-  On-D. o
- SusinessUnitanufacturing
@ Account Management CioAPUT MES012 37 40 77 58 - 211 - — (O e
70} Manufacturing_Dev RV429L63 PowerStore 9. 625 1875 250 250 471 121 - < 3
(55 Manufacturing Prod RV429L62 Powerstore 1. 625 1875 250 250 471 2m - - (DataCenterMAHO. ) +3
[100} Product Design conuBCt MEd084 123 167 20 290 - 291 - - (Datacentermar0.. ) +3
% Researcn and Developm.. MJLZWGR MEd024 125 536 66.1 36378 - 181 - - (DatacenterTXRR— ) *3
[100) HR Data Center ELMISLFAGEFAS6  silon Cluster 128 164 202 302 - - - - (DataCenterMAHO.. ) +3
(0] Test Dev FONCHO972C32F3  Unityvsa 128 13 151 - - - - (Datacentermar0_ ) +3
85 Remate DC s2252 SC5020F 159 262 421 4521 271 316 - - (DataCentermat0. ) *3
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Custom Tags

Editing tags Custom tags are created and modified in the Tags page from the Admin > Tags menu
selection. The Tags page lists all configured tags and allows users to create tags, delete
existing tags, and perform the assigning and unassigning of tags to various assets.

dii, Dell AlOps a ¢ 0= @ a
& Home .
Tags @
£ wonitor v
7 30 Tags CREATE E Show Hidden Systems () u]
E Manage ’
Togs Tag seuree systens vlmes Hosts e ytems s Sturage rovs St Pocks
op r
ApplkstonETvGAmentOEY  Dell 20ps 0 s T 2 2 ) s
B Reports
B Report Bell Airps 5 3 z 2 " 2 2
Cpbarsacurity Dl aicgs o z ) s 2 2
& Admin el iope o 2 a 2 " 2 2
[y o 2 2 2 " 2 a
- Dell g o 2 o i 2 2
Al el mp o a 3 )
_— o D si0ps 12 o o o o a
[ —— vell ops. " o o o o 0
[rem—r—— v scps o o o o .
Dell rops o o o o 0
el a0 o a o o a
Tugs
vell g o o a 0 0
el g 2 o a o o 0
ove @ 55 o o o o o
ome @ 20 L o L 0 .
ove @ m u o o o o
ovr @ s o o o o a
o @ o o o a
. ove @ o o o o 0 o

Clicking Create opens the create tag window. The tag key and value are entered and then
the user assigns the tags to one or more components. The following example shows an
Owner tag with a value of Jim being assigned to various storage groups on the
HR_REMOTE system.

Create X

Tags

Qwner Jim @

Assign Tags
Assign a resource 1o a tag in order to create atag
Storage Groups -
‘E 36 Slorage Groups 5 storage groups selected
Clear All X = Name Compliance SRP Service Level Capacity Emulation
Product Finance_SG_31 CRITICAL Finance_SRP1 Diamond 100 FBA =
> || PowerMax
Finance_SG_32 MARGINAL Finance_SRP1 Bronze 100 CKD
Tags Finance_S6_33 STABLE Finance_SRP1 Diamond 100 FBA
Finance_SG_34 NONE Finance_SRP1 Diamond 100 CKD
HR_Remote SG_11 MARGINAL HR_Remote_SRP1.. None 100 FBA
HR_Remote_SG_12 MARGINAL HR_Remote_SRP1.. None 100 CKD
System Name HR_Remote SG_13 MARGINAL HR_Remote_SRP1.. None 100 FBA
HR_Remole_SG_14 MARGINAL HR_Remote_SRP1 None 100 CKD
HR_Remote_SG_21 MARGINAL HR_Remote_SRP2 None 100 FBA

Site

CANCEL CREATE
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Tags can be assigned to any of the following assets:

Systems
Volumes

Host

VMs

File Systems
Storage Groups

Storage Pools

Tags are fully supported in custom reporting. By providing the ability to tag assets at
component levels, users can create custom reports that display the tags and filter the
reports on those tags. This allows customer-specific reports to be created and delivered to
appropriate individuals. Reports can be created for various business units or applications
to provide storage utilization and show back information.

Existing tags can be assigned or unassigned to objects by selecting the tag in the Tags
view and selecting the appropriate button. The following shows the Assign window for the
ApplicationName:ERP_A tag.

Tags

Systems
Volumes
Hosts

Vs

Assign

ApplicationName:ERP_A

Assign

File Systems
Storage Groups

Storanes Ponls
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Users first select the category of asset, in this case Hosts. Then they select the objects
from that category, in this example ProdApp1_Host1 and ProdApp1_Host2.

52 Hosts
- Marne System Mame Metwork Address Dperating Systemn Initiator Proloccd
MRAppT _Has12 Market Research 10.0.0.21 Windows Server 2012 FC
MRApp1_Hosid Market Research 1000022 Windows Server 2012 FC
MRApp1_Host4 Market Research 10,0023 Windows Server 2012 FC
ﬂ ProdApp1_Host1 Production 10.0.0010 Windows Server 2012 FC
ProdAppl_Host2 Praduction 10,0011 Windows Server 2012 FC
ProdApp2_Host] Production 10.0.0.12 Windows Server 2012 FC
Brad fren? Hnad Bprr et mnnie Windruws Sarar 2117 Er

The Show Hidden Systems toggle allows users to see systems that are filtered out from
their view based on the settings in Admin > Settings > Sites and Systems. See the Sites
and Systems section for details.

Filtering tags In addition to using tags in custom reports, users can filter using custom tags in any of the
filter views in Dell AlOps. For example, multisystem views can be filtered using tags.

Filtered: 5 of 28 systems

Clear All X

System

Product

[] APEX Block Storage for Public Cloud
[[] APEX Block Storage Services

[[] APEXFile Storage for Public Cloud
[[] APEX File Storage Services

> [ PowerFlex

> [ PowerMax

> [] Powerscale

> [ PowerStore

> [] Powervault

> [] SC Series

> [J unity

> [] xtremio

Health Score

S -]
m}

m] -
0

Tags
BusinessUnitEngineering X
Ke

BusinessUnit

DataCenter

Environment

ServiceLevel

Select in the “Key” field and begin typing the tag key or select the key tag from the list of
defined keys. When the key is chosen, select in the “Value” field and begin typing the tag
value or select it from the list of defined values.

Select ADD to add the tag filter.

Multiple tags can be added.
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Identity The Identity Management section allows Dell AlIOps administrators to set up access

Management controls by assigning users to predefined roles. Administrators can also initiate an
invitation to their Identity Provider (IdP) experts to become Dell Identity Admins and
federate with their IdP to enable single sign-on. When single sign-on is enabled, users
can also use SSO groups that map Dell AlOps roles to customers’ active directory groups.
This gives customers control over all Dell AlOps roles including the Standard and Admin
roles.

The administrator of an organization uses MyService360 to define the organization profile.
See KB#000183704 for details about using MyService360 for company administration.
See KB#000191817 for details about determining Admins for a company in the Dell
Support portal.

Note: When SSO groups are not enabled, MyService360 users with a company admin role are
automatically mapped to the Dell AlOps Admin role. Other users are mapped to the Dell AlOps
Standard role.

Administrators will see four tabs on the Identity Management page: The Users tab
provides several views of users. The Users | Manage view lists users who have logged in
to Dell AlOps at least once and can be managed by the current admin user. This view
shows the username, email address, IdP, Groups, assigned roles, authentication type,
and last login. Selecting the Details icon for an individual user provides details about the
user profile and assigned roles and permissions.

Identity Management

ENABLE 550 GROUPS

Users Groups Roles Single Sign-On

® Users | Manage Aamins Amvisors () Allusers | 7 Jusers

Sally Robertson sally robertson, Extemal IgP Group & Cybersecu #2550

Dsll AlOps

When SSO groups are not enabled, Administrators can select the Edit button to assign
roles to a user. In this case, the Admin and Standard user roles are not managed through
the Dell AlOps Ul but are determined by their status in MyService360.
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Edit User X

Jim Blake
Jm blake@acme.com

External 6P
Group A, Group B
‘Cypersecurity Viewer, DevOps, Standard

FSfLT
i
i

APM Acmin ‘Admin role for 82ces3 10 APM ns.

APM Viewsr Viewer rolefor access to APM ..

B oeops Devps roefor automatonelate .

The Admins view displays a list of users with the Admin role. This view allows users to
see potential contacts when requesting different levels of access to Dell AlOps.

The Advisors view shows a list of all Advisors who have been given access to Dell AlOps.
Both Admins and Standard Users can view, add, and remove Advisor access to Dell
AlOps. Advisors are Dell AlOps users who are not employees of the company
represented by the site. They are usually Dell employees or employees of a support
partner. The purpose of this role is to assist and make recommendations to customers to
help them optimize their Dell infrastructure usage. The only users who are automatically
assigned the Advisor role are Dell Technical Customer Success Managers (Technical
CSMs), who are Dell employees assigned to accounts with ProSupport Plus contracts.
Other Dell employees and Partners must be explicitly provided with access to Dell AlIOps
by an Admin or Standard User (not an Advisor). See KB#000020659 for details.

To add an advisor, the user clicks the Add Advisor button. In the Add Trusted Advisor
window, they then enter the Advisor email address and select which site or sites to give
the Advisor access to and then click Add. Advisors are unable to add other Advisors.

Add Trusted Advisor X

Advisor Information

advisor@del.com

Enable Sites
Q Search

= Site ID Site Name T Site Location Systems
67895555 /ACME Branch Offi. Hopkinton, MA 3

[m] 12345555 ACME Headquart Round Rock, TX 6

CANCEL m
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To remove access from an existing advisor, the user clicks the Edit link under the Actions
column for the advisor they want to remove and then clicks Remove Advisor. Technical
CSMs are unable to remove the Advisor role, but other Advisors can remove themselves
from this role if their customer assignments change.

Edit Advisor X

Advisor Information

Enable Sites
Q
Site ID Site Mame T Site Location Systems
67895555 ACME Branch Offi... Hopkinton, MA 3
12345555 ACME Headquart.. Round Rock, TX 6
2346555 Chicago Datacenter Chicago, IL 25

CANCEL REMOVE ADVISOR

The All Users view lists all users with access to Dell AlOps, including those users who are
not managed by the existing user logged in to the Ul.

The Groups tab is visible to Admin users and allows the admin to assign Dell AlOps roles
to SSO groups after SSO has been enabled. The listed SSO groups are imported from
the Dell Identity Portal and were shared by the company’s identity expert when performing
the federated IdP configuration.

Users Groups Roles Single Sign-On

Assigning Roles to SSO Groups 2

When SSO groups are enabled, role assignments for users signing in on acme.com, acmetechnologies.com, acmecorp.com will only be configured through SSO group mappings. Existing role
assignments would then be replaced by SSO group assignments upon each user's next SSO sign in
LEARN MORE

Y 6oroups | M

Group - 1P Roles @ Actions

Group A External IdP DevOps, Standard Manage Assignments
Group B External IdP Admin Manage Assignments
Group © External ldP Cybersecurity Admin, Cybersecurity Viewer +1 Manage Assignments
Group D Delta IdP Admin Manage Assignments
Group E Defta IdP - Manage Assignments
Group F Deita IdP Cybersecurity Viewer, DevOps, Standard Manage Assignments
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Clicking the Manage Assignments link for each group allows the Dell AIOps Admin to
assign one or more roles to the group.

Manage Assignments *

APk viwer

Om O|/o0|ololo old
4
-

]
[
LN |

Note that the Enable SSO Groups button is not active until the Admin role is assigned to
at least one group. Group role assignments are aggregated so if a user is a member of
more than one group, that user receives the roles from all groups.

The Roles tab lists the available roles with their descriptions and the number of assigned
users with each role. These are the roles in Dell AlOps: Admin, Advisor, APM Admin,
APM Viewer, Cybersecurity Admin, Cybersecurity DevOps, Cybersecurity Operator,
Cybersecurity Viewer, DevOps, Resource Operator, and Standard.

If SSO Groups are not enabled, users with a Company Administrator role in an
organization are automatically assigned the Admin role. Users who are not Company
Administrators are automatically assigned the Standard role. These roles are
automatically assigned based on the user’s role in their organization. This behavior
changes when single sign-on is configured and SSO Groups are enabled. When SSO
Groups are enabled, the user has full control over these roles and can assign them to a
group just like all other roles. It is important to mention that a user must have either the
Admin or the Standard role to access Dell AlOps.

The Advisor role is another role that is not managed within Dell AlOps. It is assigned to
any user that has been invited and has accepted an invitation to be an advisor for the
company. Users assigned the Advisor role are also assigned the Cybersecurity Viewer
role, although they cannot subscribe to Cybersecurity email notifications.

The APM Admin has administrator level access to APM Instana.
The APM Viewer has can view APM applications and statuses.

The Cybersecurity Admin role gives users access to Cybersecurity-related features in Dell
AlOps and manages various aspects of Cybersecurity, including viewing and editing
policies, viewing and editing security incident email preferences, viewing and editing
ransomware incidents, viewing Security Advisories, managing evaluation plans, and
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viewing security status data. This role is automatically assigned to users who are
assigned the Admin role in MyService360.

The Cybersecurity DevOps role gives users access to the Integrations menu to view and
configure cybersecurity-related Webhooks, including the Cybersecurity Ransomware
Incident, Cybersecurity Misconfigurations, and Cybersecurity Configuration Webhooks.

The Cybersecurity Operator role is designed to give users access to edit and view
cybersecurity ransomware incidents. The role permissions include viewing and editing
security incident email preferences, viewing and editing ransomware incidents, viewing
policies, viewing Security Advisories, and viewing security status data.

The Cybersecurity Viewer role is a view-only role for cybersecurity features with the
additional permission of editing their security incident email preferences. Permissions
include viewing policies, viewing Security Advisories, viewing ransomware incidents, and
viewing security status data. This role is automatically assigned to users with Admin,
Standard, and Advisor roles.

The DevOps role allows users access to the Integrations menu to view and configure
Webhooks and REST API credentials. A user with DevOps role can view and configure
Health Issue Change webhooks.

The Resource Operator role is required for users who want to initiate remote management
functions on PowerEdge servers. Note that additional remote management permissions
need to be enabled in the CloudIQ plugin in OpenManage Enterprise.

Dell AlOps & @ 2
) Home
Identity Management
Monitor
R Configure SSO Groups
0 s vy disabied, Use o P8 (e by e 0P)
% optimize 2 grous wil
ENABLE S50 GROUPS
B Reports
@  Cybersecurit
Yhersey Users Groups Roles Single Sign-On
& Admin
I 1410

Derals  Role Descriptian Total Assigned ctons Cybersecurity Admin

) Admin Admin role for all Dell AIO. 1 user Managed by MyService360.
seorasions Permissions Users | Manage (1
6 Advisor Advisor role for Dell AIOp. - Cannot be managed —

Connectivity o APM Admin Admin role for acoess to 1 user Manage Assignments
Seftings
somware Incidents

APM Viewre: Viewer role for access to - o
Ransomware Incident Emai Preference

emote Management actions
fel Cypersecurity Admin Admin role for cybersecur. 1user

i=] Cypersecurity DavOps DevOps role for cybersec.

2 Cybersecurity Operator Operator role for Cyberse -

* View Cybersecurity Ransomware Incidents

il Cybersecurity Viewer

Viewer role for cybersecu. 2users

Devops DevOps role for automat! 3usars

Resource Operator Admin role for remate ser 1user Manage As:

Standard Detauit role for Dell AlO. 2users Defaut role. Cannot be managed.

Note that Admins must assign themselves any of the additional roles to gain those
privileges.
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The Manage Assignments link is used to assign roles to either users (when SSO Groups
are not enabled) or to groups (when SSO Groups are enabled).

Manage Assignments 4
Role Cybersecurity Admin
2 of 4 users assigned % Search [C] View Only Assigned Users
=] User - Roles
Jim Blake Cybersecurity Viewer, DevOps +1
Marcus Johnson Advisor
Mary Kimball Admin, APM Admin +5
Sally Robertson Cybersecurity Viewer, DevOps +1

CANCEL SAVE

The Single Sign-On tab allows Dell AIOps Admins to send an invitation to their Identity
Provider Administrators to become Dell Identity Admins. The Dell Identity Admin can then
configure single sign-on on the Dell Identity Portal and federate with their IdP. This allows
organizations to manage users’ Dell AlOps authorization using their IdP. After the Identity
Admin federates their IdP, the IdP is listed under the IdPs tab. Clicking the IdP hyperlink
opens the Dell Identity Portal. Users can also see a list of Dell Identity Admins who can
manage the IdP group. For additional information, see KB#000212047.

Dell AlOps Q ¢ 0 & a
Home }
@ Identity Management
P4 Monitor ~
Configure SSO Groups
E  Manage ~
[} is Users,  rol ith your i (shared by the IdP).
& optimize v O Users not assigned 1o @ group will not have access to Del AlOps.
Reports ~
Cybersecurit v . .
© iy Users Groups Roles Single Sign-On
& Admin ~
Setting Up Single Sign-On (SS0) 3 Assaciated Domains: acme com, acmetechnologies.com, acmecorp.com (D 5
Identity Management
Settings
L pelgenty Forta!
Customization
Integrations
1dP Group: ACme-0rg
Licenses
Comectivy IdPs Dell Identity Admins
Collectors
Jobs IdP Name - Domains Groups.
HI Settings @ DettaldP acmecorp.com, acrme.net Group D, Groun E, Group F
Audit Log
@ External 1P acme.com, acmetechnologies.com Group A, Group B, Group C
Tags
<
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The Identity Management page for Standard users displays a subset of the Users tab.
Standard users can see Team Members, Admins, and Advisors. The Admins option
allows users to identify their Admins from the Dell AlOps Ul to contact them if they need
additional roles and permissions. The Advisors tab allows users to add and remove

advisors.
Dell AlOps a « 0 2 & 8
o teme Identity Management
A] Monitor

@) Team Members Admins Advisors
s 7] sally Robertson sally rabertzon@acme.com Devops, Standard
% Cybersecurity
& admin ~
Settings The Settings section allows users to control asset visibility, manage email notifications,

and enable access to Dell Customer Support. Users can also set their preferred language.
Supported languages include English, German, Spanish, French, Italian, Korean, and
Japanese.

Sites and Systems

Users can set filters on which systems are available to view and receive notifications in
the Dell AlOps Ul, the Dell AIOps mobile app, and email notifications. This also filters the
systems from Webhook configuration. For example, an administrator can set their view to
see systems from certain sites or see systems of one or more storage types such as Unity
XT family and PowerStore. The filtering is set on a per-user basis and can be configured
based on systems, sites, and products. This feature is accessible under the Sites and
Systems tab under the Admin > Settings > Sites and Systems.

Dell AlOps Q ¢ U s & 8
3 Home Settings MaryKimball | e Loggedinas ACME /# | Default Customer
Y Monitor Sites and systems Notifications Dell AlOps Settings Customer Support
E Manage
& optimize ~  Monitor and Manage Preferences in Dell AlOps
@ Reports Cnoose which products, sites and systems you wish to monitor and manage in Dell AlOps and Dell AIOps mobile.
- v
@  Cybersecurit
@ oy y 0
Products
& Admin ~
Identity Management View @ Systems (O Sites (O Products
Settings
Disabling a system below wil hide it from all views
Customization
¥ 188 systems ful
Integrations
Licenses o) Name Model Type Idenifier Connectivity Status Site Name Location 1D Location
conn D
) Production Unity 650F Storage FCNCHO972C32F1 ACME Headguart.. 12345555 Round Rock, TX
ity g (] 3 '
Collectors
Jobs e Market Research Unity XT 880F Storage FCNCHO972C32F4 [] AGME Headauart.. 12345555 Round Rock, TX
HCI Settings [ e Test_Dev UNITY VSA Storage FCNCH0972C32F3 (] ACME Branch Offi. 67895555 Hopkinton, MA
Audit Log .
e Disaster Recovery  UNITY 400 Storage FCNCHO972C32F2 (] ACME Branch Offl 67895555 Hopkinton, MA
Tags
) TestDevz UNITY VSA Storage FCNCHO972C32F6 ACME Branch Offt 67695555 Hopkinton, MA
o
usiness Analytics orage 0 ieadauart.. ound Rock,
) 8 Analyt SC7020F st 95148 (] ACME Headauart 12345555 Round Rock, TX
«© Remote DC SC5020F Storage 92252 (] ACME Headauart.. 12345555 Round Rock, TX

The Notifications tab allows users to subscribe to email notifications for various events
such health change notifications, job status change notifications, cybersecurity risk
notifications, and ransomware incident notifications. Users can choose whether to
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subscribe to a daily or weekly email digest, and to limit the number of emails per day.
Users can also manage their subscriptions by health issue impact so that they are only
notified about incidents which impact system health by the configured health severity (-30
points or worse by default). The filter limits notifications to the products and models
included in the filter.

Dell AlOps Q ¢ 0 s & 8
& Home Settings MaryKimball | @Loggedinss ACME /| DefatCustomer &)
7 Monitor v Sites and systems Notifications Dell AlOps Settings Customer Support
B Manage v
Subscrbe o smal dgest

@ optimize v o aften ol you ke 0 recsvs mis?

® baiy

Reports v -
B © weskly
O Opersecuiy v
& Admin - [ Subseribe to system haakth change notification
- Maxirmum number of emale a day per system | 24

Subscribed Categories

Commpanerts [ Configurstion [ Capaciy [ Performance ] DstaProtaction
Subscribed Health Issue Impact
cer —_—
Jebe
HCI Setings
Subscribed Systems
AuditLog
Tags RPN  uoATE SeLECTED SYSTEMS
SystemName Vertifer Tags site
Account Management casPut DetaCenterTxAR001 ) (BusinessUniesales ) +2 ACME Headauarters -
fr— - P |
APEX Hybrd Cleud Senices ELMISLFAGEF7S, ACME Sranch Office
APEX Private Cloud Sanvss ELMISLFGEFETS ACME Branch Offce
sPExBiockBoston sco08e3 ACME Headquarters
APEXFi Austn ELMISLFAGEFE TS AGME Branch Offce o
“ 3
Cybersecurity

Subacribe to Cybersecurity risk notifcations.

Jobs

Subscribe o Jobs status change notfications (©

Data Protection

Subscribe 1o Data Protecion smail digest
How often would you ke to receive emails?
© paily

© weskty

< What tme o sand emailz 6:00 AM

Dell AlOps Settings

Users can set their language preference under the Dell AlOps Settings tab.
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Customer Support

Users can enable and disable Dell AlOps access for Dell Customer Support. They can
disable specific sites or, by selecting the Edit link for a specific site, disable specific
systems within a site. This is useful for controlling the view of the system with Dell Support
when troubleshooting an issue in Dell AlOps or for using the information in the Dell AIOps
Ul to help troubleshoot other issues.

Dell AlOps Q ¢ 0Des &8
{3 Home Settings Mary Kimball | ® Logged in as ACME # | Default Gustomer
] Monitor v
Sites and systems Notifications Dell AlOps Settings Customer Support
B Manage v
2 Optimize o @ Enable Support View
E Reports “ siteName T Location ID Location #of Systems Viewing Enabled  Actions.
] Cybevaecurlly o ACME Branch Office 67895555 Hopkinton, MA 11 " /ED\T
N ACME Headquarters 12345555 Round Rock, TX 24 2 &/ EDIT
& Admin ~
Identity Management
Settings
Customization
Customization Dell AlOps allows users to temporarily pause host connectivity health checks and file

system capacity checks from being included in the system health score. Users may want
to do this for nonproduction hosts or during times of maintenance when single-pathed
hosts may be expected. Host connectivity checks are supported for both Unity XT family
and SC Series systems. File system capacity checks are supported for Unity XT and
PowerMax systems.

Integrations The Integrations section allows users with the DevOps or Cybersecurity DevOps role to
configure Webhooks. Users with the DevOps role can configure REST API credentials.
Users must have the role of DevOps or Cybersecurity DevOps to access the Integrations
menu. This is described in the Identity Management section.

REST API

The public REST API allows users to pull data from Dell AlOps to integrate with
collaboration and automation tools used in day-to-day IT operations. It is a read-only API,
allowing users to access inventory, configuration, performance, and capacity metrics

il Dell AlCps Q
{3 Home
Integrations

5 Monitor

B Manage . API Webhooks

& Optimize AP keys allow you o access your Dell AIOps data from extemal services using the endpoint belaw:

Endpoint Documentation
ips:/cloudia apis del com/ | COPY LINK e doeurme .
3§ Cybersecurity View docus ation [Z

API Terms of Use 3

Keys

Name Deseription APIKey Created By Createa On

Dell AIOps-APH(ey Dell AIOps Public API Key view Key &4 Mary Kimball May 18,2021, 2:44:42 B
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available in Dell AlOps. It uses the OAuth2 protocol for authentication and authorization.
The API client credentials are obtained by selecting the Create API Key button under the
API tab.

Enter an API key name and description, agree to the terms of use, and select Create API
Key.

Create APl Key X

Dell AlOps - demo
Enter a Name (Maximum 40 characters)

This is a test of the API

Enter a Description

CREATE API KEY

When the API key is created, the user selects the View Key link to obtain the Client ID
and Client Secret. The user then uses these credentials to authenticate to a specific API
endpoint to obtain an Access Token. When the user obtains the Access Token, the user
can make the chosen REST API calls. The access token is active for one hour, and the
client credentials are valid for one year.

Documentation for syntax and available API calls is available at
https://developer.dell.com/apis/products/analytics/cloudig. Use these links to developer
blogs access examples for Postman and Python and Jupyter.

Webhooks

The Webhooks feature is a push mechanism to integrate with third-party applications such
as ServiceNow and Slack. The following Webhook notifications are supported:

e Cybersecurity Ransomware Incident — Delivered when Dell AlOps identifies a
potential ransomware incident.

e Cybersecurity Misconfiguration Issue — Delivered when Dell AlOps identifies a
security configuration deviation.

e Cybersecurity Configuration — Delivered when a change is made to an evaluation
plan.

e Health Issue Change — Delivered when Dell AlOps identifies a health issue
change.

e Cybersecurity System Risk Score Change — Delivered when Dell AlOps identifies
a risk score change.

A Documentation link on the page opens a brief tutorial for ServiceNow and Slack
integration. The Blog - Tutorials link opens a search for “CloudlQ” at the Dell Developer
Community for other examples.

Configuration of Webhooks requires the user to enter an Event Type, a Name, the
Payload URL (destination to send the Webhook), a Secret, and Server Authentication.
The secret is a user-supplied string sent along with the payload and is used to create a
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https://developer.dell.com/apis/4138/versions/1.0/docs/Tutorials/02-webhook-integration-svcnow-slack.md
https://www.dell.com/community/Developer-Blogs/bg-p/Developers_Blog
https://www.dell.com/community/Developer-Blogs/bg-p/Developers_Blog
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signature that is passed as a header during the POST request. The URL server can
create its own matching signature using its stored secret and the POST payload to verify
that the signature in the header matches its own generated signature. Users can then
select which systems to monitor. The Test Webhook button sends a test notification to the
server with a NULL payload. This is used to quickly test connectivity to the Webhook
destination.

Add Webhook X

Select the event to which you want to add Webhook.

Cybersecurity Potential Ransomware Incident -

Event Type

Name

Payload URL

Secret

No -

Server Authentication

TEST WEBHOOK

Whenever Cybersecurity Potential Ransomware Incident changes, a POST request is sent to the URL you specified above.
42 of 42 system selected

System Identifier Model

APEXBlock-Boston 6CC0643 APEX Block Storage Services i
APEXFile-Austin ELMISLFAGEF876 APEX File Storage Services

Account Management CIQAPUT MES012

Business Analytics 95148 SC7020F

Dev SAN JPG2128002T Connectrix MDS-9132T

After a Webhook is configured and triggered, those events are captured on the
Integrations page showing the time and status of the delivery.

Integrations
AP Webhooks
Wiabhooks alk ba notified wherever auch avonts, by sanding a POST requastto a defined LRL.
Documentation [ Blog - Tutorials [5
ADD WEBHOOK
Name T Eventt Type AL Last Delivery
PR | Configura_ hittps Mor Jan 1 2024, 1200:35 PM UTC (<] 1
« 0 ox. Misconfig. iy Mon, Jan 12024, 1200:35 PM UTC L] o
Event (Recent deliveries) Delivered ). Delivery Status
Issue Prod Thu, Feb 1 2024, 1:04:35 PM UTC e
PR | Potential htt Sun, Doc 24 2023, 1:39:04 AM UTC [ °
Event Recent deliveries) Daliverad |- Delivary Stabas.
Firance Sun, Dec 24 2023, 1:39:04 AM UTC [
P Systom Risk: ystem Rl By Tue, May 21 2012, 1:3%:04 PM UTC [-] ]
Event (Recent deliveries) Deliversd | Delivery Status
Mealth scoes change Production Tise, May 21 2015, 1-39:04 P UTE (-]
Health score changs: Bisaster Recovery Mon, Apr 22 2019, 31212 PMUTE o
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The user can select an event to see the Headers and Payload of the request and the
response. A Redeliver button allows users to resend the event which is helpful for testing
Webhook integration. Due to the potential sensitivity of cybersecurity information in the
payload, users will only see header information in the Dell AlOps UL.

Health score change: Production

@ Tue May 212019, 1:39:04 PM UTC
REQUEST RESPONSE: 200

Headers

{

"x-cig-signature™ "3Erl/DwnFPMCmM|BAPUQaNOTO8gPnKeligbaEUILVAKA=",

"x-cig-event-version™: "1.0",

"x-cig-delivery-id™: "7f91edbe-4b1f-439a-9e4a-836a04ba1c94”,
"x-cig-event”: "health-score-change”,

"user-agent”: "x-cig-webhook”

Payload

{
"systemn”: "FCNCHO0972C32F1",
“timestamp™ 1558445944,
"score”™: 100,
“categories™ [
{
“category”: "DATA_PROTECTION",
"impact™ 0,
“"issueCount”; 0,
“issues™ []
L
{
“category”: "PERFORMANCE",
“impact”: 0,
“issueCount™: 0,
“issues™ ||
kL
{
"category”: "CAPACITY",
"impact” 0,
"issueCount™ 0,
"issues™ |
k
{

“ratenony” "CONFIGURATION®

x

REDELIVER

»

v

CLOSE

The Licenses page includes two tabs: System Licenses and Entitlements, and
Application Subscriptions. The System Licenses tab shows license and entitlement
details, allowing administrators to monitor where licenses are applied and when they
expire. Supported for PowerFlex, and PowerScale, this page allows users to see
purchased, activated, and available capacity for each entitlement. The table also displays
the entitlement type, start date, and expiration date. Users can use the link to Dell
Software Licensing Central to manage their licenses.
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Dell AlOps a e Qs
Y Home .
0
Licenses
B Meritor
Syst enls.
B Mansge
Entitlements and System Licenses
(% oOptimize
Vi a1 mnage your systen censs inventory: Vi et 1 manag sYpIrstion dstes, ssscclsted systens, nd mors. Oy entriamant 105 35scclsted with 618 oF MOre 3yStama sppest n the tabls Below
B Reports
You
@ Cybersecurity
nsing Central [ 1o purchas
Adm ot Inchuds support Purchsss a separsts comract to get sUpport
subscrption i
Wity b
* Evaluation licenses do port. Upgrada o  susscrption licsnss o perpetualcense fo suppartoptions:
n
Customizaton
Integrations W Sentitiement IDs
1
Detalls (D Entitiement!D Product @ Entitlemnent Type Purchased (TB) Activated (TB) Avsilable (TB)  Start Bate End Date Licenses
Comnec
Collectors @ o APEX Navigator for MulkClowd Storage Subscription o 0s PR P .+
I DLF1ZI4s Powerrlex Parpatusl 100 10 90 1
HC1 Sefting
@ DLF67890 PowerFlex ‘Subscription 50 20 30 & oct19, 2025 B
sudtLog
. @ DLF2eeE0 Pawerrlex Evalugtion 100 s0 50 Novan.zoz @ war s, 2028

The Application Subscription tab displays a list of host agents deployed on application
hosts. Information includes the subscription start date, expiration date, the number of host
agents, and the days left before the subscription ends.

Connectivity The Connectivity page shows customers all systems that are connected, have lost
connection, or need additional configuration work before Dell AlOps can display data for
them. The filter allows users to filter based on Connectivity Status, System Name or ID,
Product, Product Type, Site, Location, Tags, or Contract Status. It also provides links to
onboard SC Series and PowerVault systems. These systems require the user to enter
information into Dell AlOps to complete the onboarding process.

Collectors The Collectors page lists each Dell AlOps Collector and OpenManage Enterprise
installation system associated to Dell AlOps. The Dell AlOps Collector is used to collect
VMware, Connectrix, and PowerSwitch data and sends that data back to Dell AlOps using
secure connect gateway. OpenManage Enterprise is required for PowerEdge collections.
This page shows the connectivity status and versions of installed collectors. It also
provides a download link to obtain the collector and instructions about how to configure
OpenManage Enterprise. Offline collectors can be removed from Dell AlOps using the
delete icon on the right side of the page.

Collectors
Issues Connectivity Status Name T Collector Type Technology Secure ices Type Collector Configuratic
1 Connectsd cige.conn.dell.com Dell AlOps Powerswitch Centralized 6 @ Launch @12
1 Connected NN.EME.CC Dell AlOps Centralized & & Launch @12
@ Lost Connects ciqe.lab.emc.com Dell AlOps Viwrare Centralized 0 B Launch @2 o}
Connected qc.prod eme com Dell Al0ps VMware [ Launch 1150
3 Connectec e testemc.con Dell Alops Viaware ntegrated 1 I3 Launch @12
M-collect oMs Converged B Laun 198
1 ML-Resaarch-OM OpenManage Enterprise Sarvers ntegrated 42 [ Launch Qa0
5 RAR-Site-OME 1 = Q400 W
e.de Dell Alops ViMware o [ Laun 1140
- Connectad viblock-cms.lab.com cms Converged Direct Connect 4 B Launch @0
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The user can select the hyperlink in the Name column to open the Collector Details page.
This page provides health-related information for the selected collector. It also provides as
an inventory of devices for which it is configured.

0}-> cigc.conn.emc.com LAUNCH COLLECTOR CONFIGURATION [
Collected Objects Collector Issues Collector Connectivity N
0 6 0 o1 e © Connected
Impacted Devices
vCenters Connectrix PowerSwitch Issues

About Collector Connectivity Update

Serial Number ELMCIQCONNECTRIXO... Connectivity Stalus  Connected Update Policy Download Only

Version ©12 Last Contacted Sep 29, 2025, 17:32:56 UTC Last Update Sep 27, 2025, 17:35:56 UTC

SRS Type Centralized

SRS gateway Serial Number ELMESRCONNECTRIX.

Issues VMware Connectrix PowerSwitch
6 collected Switches 0
Status Switch Name Serial Number Firmware Version Management IP Address Average Data Collection Time Last Contact Time

[x] Production SAN Extension EAF300M001 821a 10.012.1 1 minute and 12 seconds 20 hours ago

v Stretch Cluster Extension EAF300M003 821a 10.012.3 1 minute and & seconds 6 minutes ago

v SRDF LINK EAF300M000 0.0.0a 10.012.4 2 minutes and 5 seconds 6 minutes ago

v Dev SAN JPG2128002T 8.4(1) 10.012.2 1 minute and & seconds 10 minutes ago

v Production East JPG194000DK 8.3(2) 10.0.12.5 2 minutes and 49 seconds 6 minutes ago

v Production West JPG194001DK 8.3(2) 10.0.12.6 1 minute and 9 seconds 7 minutes ago

For OpenManage Enterprise instances, it shows the health and the list of monitored
PowerEdge servers and their collection status.

o}—) RR-Site-OME LAUNCH OPENMANAGE ENTERPRISE [
Collected Devices Collector Issues Collector Connectivity e
61 e5 ©2 @ Lost Connection
Servers Issues Impacted Devices
About Collector Connectivity OME Settings
1P Address 198.51.100.104 Last Update Received  Sep 29, 2025, 17:39:25 UTC Cybersecurity off
OME Version © 400 Connectivity Status € Lost Connection Maintenance Operations  On
OME Version Install Date  Sep 29, 2025 Access Control VIEW
Location ID ACME Round Rock
Software ID OME5123ar123457
Issues Server
5 Issues il
Collector Issues Issue Type System Count Issue Detected Resolution
5> 2outof 61 configured devic. Components 2 20 hours ago Go to your OME's Configuration UL Validate the c.
> Hourly Inventory data is taki. Components ] 1 hour ago Check the connectivity status and transfer logs 1.
> Daily Inventory data is taking. Components 0 5 hours ago Check the connectivty status and transfer logs I..
> Metrics datais takinglonger..  Components o 20 minutes ago Check the connectivity status and transfer logs I...
> Health dataisteking longert..  Components 0 3 hours ago Check the connectivity status and transfer logs i...
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Jobs The Jobs page lists the existing update tasks and their status. The top of the page
provides a summary banner of the total number of jobs and their status. It also acts as a
filter allowing users to view jobs with a specific status. The bottom of the page lists each
job with details about the job. Selecting the Details icon on the left opens the details
window on the right which shows start and end times, duration of the job, and total
number of errors if any were encountered. From the job details window, the user can
choose to cancel a running task, view job results, retry a failed job, or edit the job name.

Dell AlOps a & 0 =2 a 2
£1 Home
- Jobs
Mariter
=] Ta SUBSCIIDE 1 11 15 &Ml NILMCAtion, Visi te Semings page. Leam Mare.
H Mamage
. iawing data fiom: Last Monih
% Optimize ¥ 22dobs &
E Rep
22 os 10 es
Total b Running
Adm
y Maragoment
Detaits. Jab Type Status. Total Systems. Start Date and Time L. Firmware Update x
-
- ] data © schodied 1 oct6 2025, 029711 PMUTE A [P—
o0 Type Updale
stz — Tasget Systom
- sehio
D scheduled Update scheduled. SYSMOMTMLLABS-194
Status
& Cpbersecuity Remedia Cpersccunty Refresh  PowerEdge © scheduee 0ct6:2025, 023711 PMUTE: € Berhin
End Dete and Time
Bl © success 1 sep182005, 012040 PMUTC
Durston
3] @ success Sep 182025, 01:20.60 PMUTE Etimeted JobTims
&l & su 1 Frogress
Bl @ sucoess
&l © Succe 1
Bl vicw © = s
8 © m— o
] @ Fad(r ,
] o Deuios Action Powsitdgs © raied
2] PowerE © s .
p > 2l Download, Pre-Check & Updat Downioad, Pre-Chee VxR o E 3

When a user selects View Job Results, the Job Results window displays, showing details
of the job and each action. The top of the page summarizes each outcome by status and
lists the top error codes and KB articles if a failure occurred.
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The bottom of the page lists the actions with a failed or warning status by default along
with the recommended action. VxRail download jobs additionally display the number of
files downloaded and the size of the download. The filter allows users to filter on
additional status and system name, hostname, or sub task type.

Job Results for VxRail X

Pre-Check - GJDBXW EXPORT JOBRESULTS [}

Sep 17 2025, 02:14:00 PM UTC

Pre-Check

GJDEXW Waming 0 0

Failed (1)

Y Fitered: 1 0f 111 Severity Outcome
Clear Al X Severity .| Sub Task Error Code. Details Recommended. Cluster Name Hostname VCenter Server Location

System
© Failed PreCheck VXR310SRS0. Internal error, KB536978 Dell Mart- Ga - DeliMart vee: jobject Object]

CLOSE

The HCI Settings page has three tabs that allow users to set up vCenter access controls,
enter user credentials, and verify VxRail HCI System Software licenses. Each tab is
described below.

Access Control

The Access Control tab allows users to enable vCenter-based role-based access
controls (RBAC) for intelligent multisystem updates. Users enter the vCenter
Administrator account to build out the following privileges on vCenter which can then be
assigned to the appropriate roles to which user accounts can be associated:

o Download software bundle: Downloads and stages the VxRail software bundle
to the cluster

e Run health check: Performs an on-demand pre-update health check on the
cluster

¢ Run cluster update: Initiates the cluster update operation on the cluster

e Manage update credentials: Modifies the VxRail infrastructure credentials used
for active management
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Dell AlOps

(3 Home HCI Settings

Getting Started

Perform the following steps to enable vCenter-based access control for intelligent multi-system updates on your VxRall clusters.
Performing multi-cluster updates requires an intelligent multi-system updates VxRail HCI System Software license. Click to Learn
% Optimize More

feparta Enable vCenter Access Manage Credentials
Cybersecurity 1. Review and acknowledge the g p ites for best practices 3. Continue to > enter and verify your VxRail infrastructure
and quidelines before enabling intelligent multi-system updates credentials for intelligent multi-system updates features.
Admi
2. Enable vCenter access control for intelligent multi-system
tity Management updates features.

To enable vCenter access control.

ACCESS CONTROL CREDENTIALS LICENSE

Contact Dell Technologles

Get help with Intelligent mult
system updates

or allthe VxRt clusters, make sure to ensble vCenterdased access control. Leam Mare

View whether vCenter-based access control for intelligent multi-system updates is enabled for VxRail clusters in Dell AlOps. Learn More

8 VCenterBased Access Control
Clusters I Enabled =
Total Disabled 100%
7 8 Clusters
Clste Name osts Datacenter
Developrment Emvronment Oisabled Mid West Rgion

< Dell Mart - Mega Market Bost 2 Disabled

Location

New York NY

Boston, MA

Credentials

The Credentials tab is used to manage and verify the user credentials used to perform
cluster updates. Typically, when performing a cluster update, users need to enter root
account credentials for vCenter server, Platform Services Controller, and VxRail Manager.
This becomes cumbersome when performing updates on multiple clusters. This allows
administrators to enter the credentials once while setting up active management and then
provide the appropriate update permissions to users without sharing the credentials.
Credentials entered are stored in an encrypted RSA lockbox on each VxRail Manager.
Dell AlOps does not store passwords and credentials.

DellMart.vCenter2.local

Use this page to enter and verify credentials for your vCenter and VxRail cluster. Click to Leam More

vCenter ViRail Manager
Root Username Root Usemname root
Root Password Rgot Password ® Location

'VxRail HCI System
Administrative Username  administrator(@vsphere.local Software License
Administrative Password o

Dell Mart - Mega Market Boston, MA

Boston, MA

HSS & intelligent multi-system updates

VERIFY CANCEL
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License

The License tab provides a summary of license information for VxRail clusters. The
doughnut chart breaks down the number of clusters with the HCI System Software (HSS)
license, the HSS and Intelligent multisystem update license, and the HSS and Evaluation
license. The HCI System Software license is the standard license for all VxRail nodes.
The Intelligent multisystem update license is an add-on license that enables the cluster
update capability from Dell AlOps. The Evaluation license is a time-based license that
your sales team can request from the VxRail product management team.

ACCESS CONTROL CREDENTIALS LICENSE
There s 8 cluster where hosts have different Licenses. Cerlain features and functions are disabled. View Clusters
) Licenses for 8 clusters have expired. View Glusters
VxRail HCI System Software License
8 VxRail HCI System Software 25%
C‘#s‘te"s VxRail HCI System Software & intelligent multi-system updates 75%
ota
[ VxRail HCI System Software & Evaluation -
Y 8 Clusters M
Cluster Name Total Number of Hosts  License Expires veenter Datacenter Location
> Dell Mart - Comer/G... 4 Hss @ Never DellMartvCenter2lo..  Southeast Region orlando FL
> Cloud data center 4 HSS (Mixed) © Never DellMart vCenter7 lo. Northwest Region Seattle, WA
> Dell Mart - Mega Ma 2 HsS&inteligent multisystemt @  Never DellMart vCenter1 lo. Northeast Region Boston, MA
> Dell Mart - Comer M.. 5 Hss&inteligent multisystemt @  Never DellMart.vCenterilo..  Northeast Region Providence, Rl
> Dell Mart - Gafé Mar... 3 Hss&inteligent multisystemt @ Never DellMart vCenter3 lo. Southwest Region San Francisco, CA
> Dell Mart - Gas Mark 4 Hss&inteligent muitisystemt @  Never DellMart vCenter4.lo. RED Datacenter Chicago, IL
> Dell Mart - Corner M. 4 Hsstintelligent multisystemt @ Never DellMart vCenter lo. HQ Datacenter Seattle, WA
> Development Enviro. 4 Hssaintelligent muitsystemt @ Never DellMart vCenters lo. Mid-West Region New York, NY

activity, the type of action, the user who initiated the action, the status, and a status
message. The Audit Log is only visible to users with the Admin role.

Tags For information about tags, see the Custom Tags section in this document.
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Mobile application

Introduction

Overview

Dell AlOps also has a mobile application available for both iOS and Android phones. The
mobile app has an Overview screen that shows similar information to the Overview Page
in the browser version of the Ul. It also includes support for Health, Capacity, and
Performance details for the supported Dell storage platforms. The user can also configure
push notifications to be updated in the app for any health change notifications.

Users can see additional details of the health for any given system and can even text or
email the recommended remediation to a colleague for help with performing the
resolution.

Users can also see if there are any connectivity issues in the environment.

Finally, users can manage push natifications by turning them on or off and can also
submit feedback to the Dell AlOps team.

All storage platforms are supported except PowerFlex. HCI systems and Connectrix
switches are also supported. Data Protection, Servers, and PowerSwitch devices are not
supported at the time of this publication.

The Overview screen of the mobile app summarizes the health scores, alerts, system
connectivity, and capacity approaching full. These views are similar to the tiles on the
Overview page of browser version of Dell AlOps. Selecting items on the Overview screen
will show additional details. The following images show the Overview screen and the
details for System Alerts.

10:30 & il T

ulll, Dell AlOps System Alerts

Capacity Agproaching Ful {17)

Marke1 Research

Hoat ProdApp Host
Fiitiple paths 1o establsh redundancy
Wa ket Risaarsh »

Hosl ProdApol_Host2 is oaly c
& 0 B(e Syslam

Sysiermn Alleris (10 Last 24 Heuwrs)

T —

=] a ; ] e,
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System views The user can select Systems at the bottom of the screen to see System level views for
Health, Inventory, Capacity, and Performance.
o Dell Mart - Café Market San Francisc. o Dell Mart - Café Market San Francisc. 0 Dell Mart - Café Market San Francisc 0 Dell Mart - Café Market San Francisc
¥
Losation e Franclaca, CA 12% cru vtilizan Memory Uiz 5%
6 isse e rame — ® S500TB Used(243%) )
. W
60 -40 [ 2090TB) & 155076 Fee 7 WA
POOR Performanes (2) Provisioned — —
. o Security Office N e Security Office
o ;‘ienf-.nﬂ'lr'ﬂmlfr. I N Location Hopidnton, MA 0 .59.?..“(,: mr’i LMISLFA " > 102.4k 0Fs Bandwidth 230.0 Ml
Site Mame ACM ch O (=2 ] o
Cherg L]
2 e Last Cantact Tine abenit 4 years aga o 21TB Used(911%) Laency Wz d i
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-40 unt Management -
pooR Capacy (2) ° Lo e semen 3 feante Provisioned  23.04 TB ° Account Management N
Location Round Rock, TX 1.7k 1oPs Bandwidth 550.2 M3ips
e 0 Account Management
? Last Cantact Time e ’
g ] ) ] @
o5 oo . oL o =4 [ = —

System details The user can analyze single system details for Health, Inventory, Capacity, and
Performance. These details include the identification and remediation recommendations
for health issues, capacity summaries including efficiencies and pool details, and 24-hour
performance charts for key system level performance metrics. The health issue and
remediation can be emailed or texted using controls in the app.

System Details i System Details

System Details

‘ Disaster Recovery o Disaster Recovery o isaster Recovery ‘ Disaster Recovery

Inennifuer

Mewast Swverity * G8.5TB Used (52.1%) Block Latency @ s Lessnd
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Issues (§) ) Sevpe e o5 121.6TB ® 53178 Free (40.3%) " e .
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Appendix A: Enabling Dell AlOps at the system

Unity XT family, The Unity XT family, XtremlO, PowerMax/VMAX and PowerScale/lIsilon systems use
XtremlO, secure connect gateway for Dell AIOps data collection. This configuration must be
PowerMax/VMAX, enabled successfully on each individual Dell storage system before users can send data
PowerScale/lsilon, to Dell AlOps. Once the secure connection has been configured within the Element

and PowerFlex Manger interface, Dell AIOps must be enabled.

systems
[ ]
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Unity XT family

SupportAssist applies to Unity systems with Unity software versions 5.3.X and
later, but not to UnityVSA systems.

Secure Remote Services applies to Unity systems with Unity software versions
4.1.X to 5.2.X and UnityVSA systems with Unity software versions 4.1.X and
later.

Using SupportAssist:

Go to Settings > Support Configuration > APEX AlOps Infrastructure
Observability and select Send system data collected by SupportAssist
to APEX AlOps Infrastructure Observability.

Using Secure Remote Services:

Go to Settings > Support Configuration > APEX AlOps Infrastructure
Observability and select Send system data collected by SRS to APEX AlOps
Infrastructure Observability.

XtremlO

For XMS 6.2 and higher, access the Top Menu Bar and click the System
Settings Icon to display cluster-level and XMS-level setting options. Next,
select XMS > Notifications > CloudlQ Reporting, and ensure that Report
Data to CloudIQ is set to YES.

PowerMax/VMAX

For Unisphere 9.0.1 or higher, go to Settings > Management > CloudIQ and
select Send data to CloudIQ.

For Cybersecurity, in Unisphere 9.2.1 or higher, go to Settings >
Management > CyberSeclQ and select | agree to send data to CyberSeclQ.

PowerScale/lsilon
Dell AlOps is enabled by default for Isilon OneFS version 8.2.x or PowerScale
9.0.0.0 and later versions.

In the OneFS Web Ul interface, navigate to Cluster management > General
Settings > Remote support and click Enable ESRS.

PowerFlex software and Ready Node with PowerFlex Gateway
1. Log in to PowerFlex Installer and go to Maintain tab

2. Enter MDM admin username and password, LIA authentication type, and
LIA password

3. Select Retrieve system topology
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4. On Maintain tab, select System Logs & Analysis

5. Enter secure connect gateway information

6. Verify Send data to APEX AlOps Observability box is checked
o PowerFlex Appliance with PowerFlex Manager v3.7

= Login to PowerFlex Manager and go to Settings > Virtual Appliance
Management

= Click Add Alert Connector

= Under Device Registration section, enter Device Type, ELMS Software ID,
Solution Serial Number

= Check SRS box

*=  Check Enable CloudIQ box

= Under Connector Settings section, enter secure connect gateway information
o PowerFlex Appliance with PowerFlex Manager v4.0 or higher

= Configure SupportAssist, then make sure that the Connect to APEX
Observability option (or Dell AlOps for PowerFlex Manager v4.8 and later) is
enabled.

The user can then go to https://aiops.dell.com and log in with their valid service account
credentials to view their systems in Dell AlIOps. The amount of time it takes for a system
to appear in Dell AlOps varies but typically it is visible within one hour.

For detailed information about onboarding the Dell storage arrays, see the following
documents:

Unity XT family — https://www.dell.com/support/kbdoc/000067484

XtremlO — https://www.dell.com/support/kbdoc/000155454

PowerMax/VMAX — https://www.dell.com/support/kbdoc/000062039

PowerScale/lIsilon — https://www.dell.com/support/kbdoc/000157794

PowerFlex — https://www.dell.com/support/kbdoc/000187624

Dell PowerStore systems use SupportAssist for Dell AlOps data collection. This must be
enabled and configured successfully on each appliance in the PowerStore cluster.

To configure SupportAssist in PowerStore Manager, go to Settings > Support >
SupportAssist. Click the SupportAssist setting to “Enabled” and configure one of the
SupportAssist options. Verify that the Connect to CloudlQ box is checked.

For PowerStore 4.0 and above:

Go to Settings > Support > Support Connectivity. Click the Connection Type tab.
Configure the remote connectivity for either Connect Directly or Connect via secure
connect gateway. Verify that the Connect to APEX AlOps Observability box is checked.
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For detailed information about onboarding PowerStore systems, see
https://www.dell.com/support/kbdoc/000157595.

Dell SC Series The Dell SC Series Dell AlOps solution leverages Dell’'s SupportAssist for data collection.
This must be enabled and configured successfully on each individual Dell SC Series
system before users can send data to Dell AlOps.

To configure SupportAssist in Unisphere Central for Dell SC Series, open the Data
Collector menu and select Monitoring > SupportAssist > Turn On SupportAssist.

To configure SupportAssist in the DSM thick Client, click Storage > Edit Storage Center
Settings > SupportAssist tab.

Collect the following information from Unisphere as it will be required to complete the
onboarding process in Dell AlOps:

e  System Serial Number
e Service Tag
e Storage Center Version

Log in to the Dell AlOps Ul and go to the Admin > Connectivity page. Select the ADD
SC SERIES button and step through the wizard which prompts the user for the Serial
Number, Service Tag, and Storage Center Version that was previously collected.

For detailed information about onboarding Dell SC Series arrays, see:
https://www.dell.com/support/kbdoc/000155957.

Dell PowerVault  The Dell PowerVault systems use SupportAssist for Dell AlOps data collection. This must
be enabled in the PowerVault ME Storage Manager.

To configure SupportAssist in ME Storage Manager, go to System Settings >
SupportAssist, select the SupportAssist box, and verify the system is successfully
connected.

In PowerVault Manager, check the option Enable CloudIQ or Enable APEX AlOps
Observability (depending on the product version).

Collect the following information from ME Storage Manager as it is required to complete
the onboarding process in Dell AlOps:

e WWN
e Service Tag

e Firmware Version
Alternatively, login to the system and use the CLI to collect the above information.

Log in to the Dell AlOps Ul and go to the Admin > Connectivity page. Select the ADD
POWERVAULT button and step through the wizard which prompts the user for the WWN,
Service Tag, and Firmware Version that was previously collected.
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For detailed information about onboarding Dell PowerVault systems, see:
https://www.dell.com/support/kbdoc/000022224.

Dell VxRail Starting with v 7.0.350, VxRail Hyper-Converged Infrastructure systems require secure
connect gateway for Dell AlOps Data Collection. See the appropriate VxRail
Administration Guide for the correct procedures.

V7.0.x — VxRail Administration Guide

V8.0.x — VxRail Administration Guide

Alternately, see SolVe Online for VxRail.

Telemetry must also be enabled for Dell AlOps collections. This is accomplished by
enabling Customer Improvement Program. The default and recommended collection level
is Medium. This collects samples once per hour.

For detailed information about onboarding VxRail systems, see:
https://www.dell.com/support/kbdoc/000184396

PowerEdge OpenManage Enterprise 3.7 or greater is needed to collect data from PowerEdge servers
and sends the data to Dell AlOps. For versions below 4.0, the CloudIQ plug-in is required
to be installed in OpenManage Enterprise to enable the flow of data to Dell AlOps. Recent
generation servers can access Dell AlOps through the Dell Connectivity Client.

For OpenManage Enterprise:

1. Install OpenManage Enterprise 3.7 or greater.

2. In OpenManage Enterprise, go to Application Settings > Console and
Plugins.

3. Select the CloudlQ plug-in and click Install Plugin.
4. Select Accept on the licensing agreement.

5. Select | agree that | have captured a snapshot of the OpenManage
Enterprise appliance.

6. Click Confirm Install.

After it is installed, the CloudIQ plug-in must be configured.

1. In OpenManage Enterprise, go to Plugins > CloudlQ > Overview.
2. Select Activate Now.

3. On the Authentication page, enter the Access Key and PIN and click
Register to register OpenManage Enterprise with the Dell Connectivity
Service. Generate the Access Key and PIN as documented in Dell KB
article 000180688.

4. Under Collector Details, enter a Collector Name in the Collector Name
box.
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Dell
PowerProtect DD

Dell
PowerProtect
Data Manager

Connectrix
Switches

5. Under Collector Scope, select All Groups or Custom Select. If applicable,
select devices for monitoring in Dell AlOps.

6. Select Next to see the summary of the configuration and click Finish to
complete the configuration.

Note: Starting with OpenManage Enterprise 4.0, the AlOps Observability Plugin is installed by
default.

For detailed information about onboarding PowerEdge servers to Dell AlOps, see:
https://www.dell.com/support/kbdoc/000189403.

For Dell Connectivity Client:

Most PowerEdge 15th, 16th, and 17th generation servers support servers can connect
using Dell Connectivity Client.

1. Verify the Dell Connectivity Client plugin is installed and enabled. Refer to
the Dell Connectivity Client User’s Guide for more details.

2. Oninitial connection, the plugin checks for updates. Wait for this process
to finish.

3. Log in to Dell AlOps.
PowerProtect DD systems use secure connect gateway for Dell AlOps data collection. To

configure secure connect gateway in DD System Manager, open the Configuration tab
under Maintenance > Support and click Configure.

Click Enable in the Share data with APEX AlOps Observability area.

For detailed information about onboarding PowerProtect DD systems, see:
https://www.dell.com/support/kbdoc/000183656

PowerProtect Data Manager uses Secure Remote Services or secure connect gateway
for Dell AlOps data collection. To configure Secure Remote Services in PowerProtect
Data Manager, go to the Support menu under the System Settings menu.

In the Secure Remote Services section, enter the secure connect gateway Hostname,
Username, and Password.

In the Auto Support section, switch Enable Auto Support to Enabled.
Select Save to save the configuration.

For detailed information about onboarding PowerProtect Data Manager systems, see:
https://www.dell.com/support/kbdoc/000184014

Connectrix switches use the Dell AlOps Collector to collect the data from the switches and
send the data back to Dell AlOps using secure connect gateway. The collector is a vApp
that is downloaded from the Admin > Collectors menu in the Dell AlOps user-interface or
from support.dell.com. Then, it must be installed locally in the data center.
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After it is deployed, the collector is configured to communicate to the secure connect
gateway and the Connectrix switches by accessing the collector administration Ul using a
web browser: https://<collector hostname or IP>.

Communication between the Collector and the switches is done using REST API. The
following guidelines can be used to verify and enable the REST API interface for both
Brocade and Cisco.

Brocade
The following command can be used to verify that the REST APl is enabled:

mgmtapp --show
REST Interface State: Enabled
REST Session Count: 3
REST Throttling Configurations:

Sample Requests : 30
Sample Time (in sec) : 30
Idle Time (in sec) 3

KeepAlive : Disabled
KeepAliveTimeout : 15sec

The following command can be used to enable REST API if it is not enabled:
mgmtapp --enable rest

Cisco

The following commands can be used to ensure that REST API is enabled:

switch# config terminal
switch (config)# feature nxapi

For detailed information about onboarding Connectrix switches, see:
https://www.dell.com/support/kbdoc/000157620.

PowerSwitch PowerSwitch devices use the Dell AlOps Collector to collect the data from the switches
and send the data back to Dell AlOps using secure connect gateway. The collector is a
vApp that is downloaded from the Admin > Collectors menu in the Dell AlOps user-
interface or from support.dell.com. Then, it must be installed locally in the data center.
The Collector must be running v1.11.0 or later.

After the Collector vApp is deployed, the collector is configured to communicate to the
secure connect gateway and PowerSwitch devices by accessing the collector using a web
browser: https://<collector hostname or IP>.

Communication between the Collector and the switches occurs through the REST API.
The following guidelines can be used to verify and enable the RESTCONF API service for
each PowerSwitch.

To verify mode:
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0S10# show switch-operating mode
Switch-Operating-Mode : Full Switch Mode

Enter Configuration mode:

0S10# configure terminal
0510 (config) #

Enable RESTCONF API:

0S10 (config)# rest api restconf
0S10 (config) # exit

Note: For SONiIC, RESTCONF API is enabled by default.

It is recommended to use a user account with netoperator privileges.

For detailed information about onboarding PowerSwitch, see
https://www.dell.com/support/kbdoc/000192029.

VMware VMware uses the Dell AlOps Collector to communicate to vCenter and send data back to
Dell AlOps using secure connect gateway. The collector is a vApp that is downloaded
from the Admin > Collectors menu in the Dell AlOps user-interface or from
https://support.dell.com. It is then installed locally in the data center. The collector requires
read-only privileges to access and pull data from vCenter.

Once the Collector vApp is deployed, the collector is configured to communicate to the
secure connect gateway and vCenter by accessing the collector using a web browser:
https://<collector hostname or IP>.

For detailed information about onboarding VMware, see:
https://www.dell.com/support/kbdoc/000021264.
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Dell secures its AlOps platform through a multi-layered strategy that combines secure
architecture, rigorous development practices, and robust access controls. The platform is
built with cloud-native principles and follows a Secure Development Lifecycle (SDL)
aligned with NIST and ISO standards. This includes threat modeling, static and dynamic
code analysis, and automated security testing throughout the development process. Dell
adheres to global data regulations such as the EU Data Act and ensures compliance with
key certifications:

e |SO 27001 Information Security Management Systems

o NIST Security and Privacy Controls for Federal Information Systems and
Organization

e CSA Cloud Control Matrix
e SOC2 Type 2 Certification

Connectivity between customer environments and Dell’s infrastructure is protected
through encrypted channels, whether using a gateway or direct connect method. Data in
transit is secured using TLS encryption, and Dell enforces strict segmentation and
isolation within its cloud infrastructure. The platform also supports secure API integrations
using OAuth2, allowing customers to automate operations without compromising security.

Access management is a cornerstone of Dell’s AlOps security. Role-based access control
(RBAC), multifactor authentication (MFA), and federated identity management ensure that
only authorized users can interact with the system. Customers can define granular
permissions using Access Groups and federated roles and even grant read-only access to
trusted advisors or partners. This layered approach ensures that Dell AIOps remains
resilient against threats while enabling secure collaboration and automation.

See the Dell AlOps Security white paper for more information.
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The following chart provides the data collection frequency per system type.

Performance Capacity Configuration
PowerMax/VMAX 5 minutes 1 hour 1 hour
PowerProtect DD 5 minutes 1 hour 1 hour
PowerStore 5 minutes 5 minutes 1 hour
PowerScale/lsilon 5 minutes™® 1 hour 1 hour
PowerVault 15 minutes 1 hour 1 hour
PowerFlex 5 minutes 1 hour 1 hour
Unity XT family 5 minutes 1 hour 1 hour
XtremlO 5 minutes 1 hour 1 hour
SC Series 5 minutes 1 hour 1 hour
PowerEdge 5 minutes N/A 1 hour
Connectrix 5 minutes 5 minutes 5 minutes
PowerSwitch 5 minutes 1 hour 1 hour
VMware 5 minutes 5 minutes 5 minutes
VxRail'® 5 minutes 5 minutes 24 hours

The following charts display the collected metric types for various components of the
systems. The P column represents performance metrics, and the C column represents
capacity metrics. See the section Report Browser metrics for a full list of individual
performance metrics collected for each component type.

5 Some PowerScale performance charts provide 24-hour interval metrics.

16 VxRail sends the 5-minute performance and capacity data to Dell AlOps at 30-minute, 60-minute,
or 24-hour intervals. The telemetry setting in VxRail Manager determines the upload interval.
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System Node / Pool Volume / File Storage Drives Host /
y Appliance LUN System | Group Initiator

C P C P C P C P C P C P C P C
PowerMax / vV vV 4 4
VMAX
PowerProtect VvV 4 VoY oV VoY
DD
Powerstore v v v v v v v v v v v
PowerScale / VoY oV v v
Isilon
PowerVault v v Vv v VYooY
PowerFlex oV
Unity XT family v v v v v v v v v v v v
XtremlO v v v v

Connectrix Switches
Switch Partition Zone Stta_c e Interface
evices

Perf | Cap Perf | Cap Perf Cap Perf | Cap Perf | Cap

Connectrix v v v
PowerSwitch v
VMware
ESXi Cluster ESXi Server Datastore Virtual Machine

Perf Cap Perf Cap Perf Cap Perf Cap
VMware v v v 4 v v
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The following charts provide the time series metrics available in Report Browser.

Connectrix Fibre Channel only

Metric Switchport System

Buffer Errors

Buffer Errors by All Buffer Errors

Buffer Errors by B2B Credit Zero

Class-3 Discards

Congestion Ratio

CRC Errors

Link Resets

Link Resets by In/Out

Physical Layer Errors

X | X | X | X | X|X|X]|X]|X]|X

Physical Layer Errors by All
Physical Layers

x

Physical Layer Errors by Encoding
Errors

Physical Layer Errors by FEC X
Blocks

Protocol Errors X

Protocol Errors by All Protocol
Errors

Protocol Errors by Frames Length | X

Protocol Errors by Non
Operational Sequence

Protocol Errors by Offline X
Sequence

Throughput

Throughput by Rx/Tx

Time at Zero Tx Credit

Utilization

X | X | X | X]|X

Utilization by Rx/Tx

B2B Credit Zero/sec

Errors

Daily Carbon Footprint

X | X | X | X

Daily Energy
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Metric Switchport System
Power Consumption X
PowerEdge Available PowerEdge metrics vary based on model, license, and firmware. See the

CloudIQ section of the OpenManage Portfolio Software Licensing Guide for more details.

Chassis

Amount of Energy Consumed (kWh, Avg over last 15 min)

Amount of Energy Consumed (kWh, Max over last 15 min)

Amount of Energy Consumed (kWh, Min over last 15 min)

Average Daily Power

Daily Carbon Footprint

Energy

Inlet Temperature (°C, Avg over last 15 min)

Peak Inlet Temperature (°C, Max over last 15 min)

Peak Inlet Temperature (°C, Min over last 15 min)

Power Consumption (W, Avg over last 15 min)

Power Consumption (W, Max over last 15 min)

Power Consumption (W, Min over last 15 min)

Power Headroom (W, Avg Available power minus peak consumed over last 15 min)

Power Headroom (W, Max Available power minus peak consumed over last 15 min)

Power Headroom (W, Min Available power minus peak consumed over last 15 min)

Drives
NVMe Storage Disk
Available Spare Threshold (%) Command Timeout (Count for last hour)
Composite Temp (°C, Max over last 15 min) CRC Errors (Count for last hour)
Critical Warnings Drive Life Remaining (%)
Percentage Used (Max over last 1 hour) Drive Temperature (°C, Avg over last hour)

Erase Failures (Count for last hour)

Exception Mode Status (Count for last hour)

Media Writes (Count for last hour)

Power On Hours

Program Fail (Count for last hour)

Read Error Rate (Count for last hour)
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Drives

Reallocated Block (Count for last hour)

Uncorrectable Error (Count for last hour)

Uncorrectable LBA (Count for last hour)

Volatile Memory Backup Source Failures
(Count for last hour)

FC Port

Invalid CRCs (Count for last 5 min)

Link Failures (Count for last 5 min)

Received Bytes (Total over last 5 min)

Transmitted Bytes (Total over last 5 min)

GPU - Line Charts

Bitmask Representing Clock Event Reason code (max value in 15-minute intervals)

Bitmask Representing Clock Event Reason code (min value in 15-minute intervals)

Board Temperature (°C, Avg. over last 15 min)

Clock Frequency (MHz, Avg. over last 15 min)

Clock Frequency (MHz, Max. over last 15 min)

Clock Frequency (MHz, Min. over last 15 min)

Correctable Error Count (Max count for last 15 min)

Current PCle Link Speed - 0: Unknown, 1: Gen 1(2500 MTPS), 2: Gen 2 (5000 MTPS), 3: Gen3
(8000 MTPS), 4: Gen4 (16000 MTPS), 5: Gen5 (32000 MTPS)

DBE Retired Pages (Count for last 15 min)

HMMA Usage (%, Avg. over last 15 min)

HMMA Usage (%, Max. over last 15 min)

HMMA Usage (%, Min. over last 15 min)

Max PCle Link Speed - 0: Unknown, 1: Gen 1(2500 MTPS), 2: Gen 2 (5000 MTPS), 3: Gen3
(8000 MTPS), 4: Gen4 (16000 MTPS), 5: Gen5 (32000 MTPS)

Memory Bandwidth Utilization (%, Avg. over last 15 min)

Memory Bandwidth Utilization (%, Max. over last 15 min)

Memory Bandwidth Utilization (%, Min. over last 15 min)

Memory Clock Frequency (MHz, Avg. over last 15 min)

Memory Clock Frequency (MHz, Max. over last 15 min)

Memory Clock Frequency (MHz, Min. over last 15 min)

Memory Temperature (°C, Avg. over last 15 min)
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GPU - Line Charts

Memory Temperature (°C, Max. over last 15 min)

Memory Temperature (°C, Min. over last 15 min)

Memory Usage (%, Avg. over last 15 min)

Memory Usage (%, Max. over last 15 min)

Memory Usage (%, Min. over last 15 min)

Min PCle Link Speed - 0: Unknown, 1: Gen 1(2500 MTPS), 2: Gen 2 (5000 MTPS), 3: Gen3
(8000 MTPS), 4: Gen4 (16000 MTPS), 5: Gen5 (32000 MTPS)

PCle RX Throughput (Gbps, Avg. over last 15 min)

PCle RX Throughput (Gbps, Max. over last 15 min)

PCle RX Throughput (Gbps, Min. over last 15 min)

PCle TX Throughput (Gbps, Avg. over last 15 min)

PCle TX Throughput (Gbps, Max. over last 15 min)

PCle TX Throughput (Gbps, Min. over last 15 min)

Power Consumption (W, Avg. over last 15 min)

Primary Temperature (°C, Avg. over last 15 min)

SBE Retired Pages (Count for last 15 min)

Secondary Temperature (°C, Avg. over last 15 min)

SM Activity (%, Avg. over last 15 min)

SM Activity (%, Max. over last 15 min)

SM Activity (%, Min. over last 15 min)

SM Occupancy (%, Avg. over last 15 min)

SM Occupancy (%, Max. over last 15 min)

SM Occupancy (%, Min. over last 15 min)

TensorCore Usage (%, Avg. over last 15 min)

TensorCore Usage (%, Max. over last 15 min)

TensorCore Usage (%, Min. over last 15 min)

Total SM Usage Time (ms, Max over last 15 min)

Usage (%,Avg. over last 15 min)

Usage (%,Max. over last 15 min)

Usage (%,Min. over last 15 min)

GPU - Anomaly Charts

Board Temperature (°C, Avg. over last 15 min)

Clock Frequency (MHz, Avg. over last 15 min)
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GPU - Anomaly Charts

CPU Temperature (°C, Avg. over last 5 min)

Current PCle Link Speed - 0: Unknown, 1: Gen 1(2500 MTPS), 2: Gen 2 (5000 MTPS), 3: Gen3
(8000 MTPS), 4: Gen4 (16000 MTPS), 5: Gen5 (32000 MTPS)

HMMA Usage (%, Avg. over last 15 min)

Memory Bandwidth Utilization (%, Avg. over last 15 min)

Memory Clock Frequency (MHz, Avg. over last 15 min)

NVLink Rx Throughput (Gbps, Avg. over last 15 min)

NVLink Tx Throughput (Gbps, Avg. over last 15 min)

Power Violation Duration (ns, Avg. over last 15 min)

Software Violation Duration (ns, Avg. over last 15 min)

Thermal Violation Duration (ns, Avg. over last 15 min)

Network Port

Discarded Packets (Count for last 5 min)

Excessive Collision Packets (Count for last 5 min)

FCoE Packets Received (Count for last 5 min)

FCoE Packets Transmitted (Count for last 5 min)

FCoE/FIP Link Failures (Count for last 5 min)

FCS Error Packets Received (Count for last 5 min)

Jabber Packets (Count for last 5 min)

Multiple Collision Packets (Count for last 5 min)

RDMA Bytes Transmitted (Total over last 1 min)

RDMA Packets Received (Count for last 5 min)

RDMA Packets Transmitted (Count for last 5 min)

Received Bytes (Total over last 5 min)

Transmitted Bytes (Total over last 5 min)

Processor (CPU/GPU)

CPU Temperature (°C, Avg. over last 5 min)

GPU: Board Temperature (°C, Avg. over last 15 min)

GPU: DBE Retired Pages (Count for last 15 min)

GPU: Power Consumption (W, Avg. over last 15 min)

GPU: Primary Temperature (°C, Avg. over last 15 min)

GPU: SBE Retired Pages (Count for last 15 min)

GPU: Secondary Temperature (°C, Avg. over last 15 min)
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Server

Average Daily Power

Avg. CPU Usage

Avg. 10 Usage

Avg. Memory Usage

Avg. System Usage

Daily Carbon Footprint

Daily Energy

Inlet Temperature (°C, Avg. over last 15 min)

Peak Inlet Temperature (°C, Max. over last 15 min)

Peak Inlet Temperature (°C, Min. over last 15 min)

Power Consumption (W, Avg. over last 15 min)

Power Consumption (W, Max. over last 15 min)

Power Consumption (W, Min. over last 15 min)

System Net Airflow (CFM, Avg. over last 15 min)

Total CPU Power (W, Total over last 15 min)

Total Memory Power (W, Total over last 15 min)

Available Table Data for PowerEdge

Asset Tag

BIOS Version

Chassis Name

Chassis Role

Chassis ServiceTag

Collector Name

Connection Type

Contract Coverage Type

Contract Expiration Date

Contract Start Date

CPU Cores

CPU Count

CPU Model

CPU Speed (GHz)

CPU Usage (%)

Datacenter Name
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Available Table Data for PowerEdge

Disk Capacity (GB)

Driver Pack

Express Service Code

Health status

Id

IP Address

iDRAC Firmware Version

iDRAC Service Module

Last Contact Time

Lead Chassis Service Tag

License

Location ID

MAC Address

managedState

MC DNS Name

Memory Usage (%)

Model

OS Collector

OS Name

OS Version

Power Consumption (W)

Power State

Service Tag

Server Type

Site

Site Location

Slot

System

System Board 10 Usage (%)

System Compliance Capability Flag

System CPLD

System Name

System Type
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Available Table Data for PowerEdge

System Usage (%)

Tenant ID

Total Memory (GB)

uEFI Diagnostics

Year-to-date CO2 (g)

Year-to-date Energy (Wh)
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PowerFlex

Metric Device e Host | Protection Domain | SDS IUEEE SELET
Set Pool

% Read X

% Write

Bandwidth

X | X | X | X
X | X | X | X
X | X | X | X
X | X | X | X

X
X
Bandwidth by X
Read/Write

x
x
x
x

Capacity in Use

IOPS X X

IOPS by X X X X X
Read/Write

Latency X X X X X

Latency by
Read/Write

Unused X X X
Capacity

Spare Capacity X X

Compression X X X X X
Ratio

Provisioned X X X

Total Capacity

Net Thin X
Capacity
Provisioned

Used Thick X
Capacity

Used Thin X
Capacity
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PowerMax

Storage File
Resource | System | System
Pool

Metric FE FE Host RDF | RDF | RDFA | RDFS | Storage
Dir | Port Dir Port | Group | Group | Group

% Busy X X X X

% Hit

% Write

% Read X X X

Allocated Size X

Used Size

Bandwidth X X X X X X X X X X

Bandwidth by
Read/Write

10 Size

10 Size by
Read/Write

IOPS X X X X X X X X X X

IOPS by X X X X X X X
Read/Write

Latency

Latency by X X X X X X
Read/Write

Queue Length

Queue Length by X X X
Read/Write

Queue Depth X
Utilization

Read Latency

Write Latency X X

Reducible Data X

Total Size X

Unreducible Data

Avg IO Service X
Time

Compressed X
Bandwidth

Compressed X
Bandwidth by
Read/Write
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Metric e | EE. | Host | SOF | KOF | ROFA | ROFS | S | rosaures | ystom | Sysam

RDF R1 to R2 X

Bandwidth

RDF R1 to R2 X

IOPS

RDF R2 to R1 X

Bandwidth

RDF R2 to R1 X

IOPS

RDF/A WP Count X

PowerProtect DD
Metric Data Protection System Replication
Average CPU Utilization X
Incoming Pre-comp Replication X X
Incoming Replication Streams X X
Outgoing Pre-comp Replication X X
Outgoing Replication Streams X X
Pre-comp Read Throughput X
Pre-comp Write Throughput X
Read Streams X
Write Streams X
PowerScale

Metric Node System Pool
Active Client Number X X
Bandwidth X X
Configured Size X
CPU X X
Daily Carbon Footprint X
Daily Energy X
Free Size X
Free Size on 5 mins X

interval
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Metric Node System Pool

Free Size on one day X

interval

IOPS X

Latency X

Power Consumption X

Used Percent X X

Used Size X

Used Size on 5 mins X

interval

Used Size on one day X

interval

PowerStore
. . Fibre File . Volume
Metric Appliance | Ethernet Channel | System iSCSI | Node System | Volume Group
% Read X
Bandwidth X X X X X X X X X
Bandwidth by
Read/Write X X X X X X X X
Bandwidth by
Received/Trans X
mitted
CPU Utilization X X
Data Reduction X
Ratio
Errors
Errors by Type
Free Logical X
Size
Free Size X X X X
Invalid Count
X

Errors
Invalid Counts X
by Type
IO Size X X X X X X X
IO Size by
Read/Write X X X X X X X
IOPS X X X X X X X X
IOPS by
Read/Write X X X X X X X X
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Appendix D: Report Browser metrics

. . Fibre File . Volume
Metric Appliance | Ethernet Channel | System iSCSI | Node System | Volume Group

Latency X X X X X X X X

Latency by

Read/Write X X X X X X X X

Logical Size X

Loss Errors X

Loss Errors by
Type

Packets X

Packets by
Received/Trans X
mitted

Queue Depth X X X

Total Size X X X X

Total Used
Logical Size

Unique Physical X
Used Size

Used Size X X X X
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PowerVault

Appendix D: Report Browser metrics

Metric

Controller

Drive

Host

Pool

Pool

Backend

System

System
Backend

Volume

% Read

X

X

X

% Read
Hits

% Write
Hits

Bandwidth

Bandwidth

by
Read/Write

Free Size

10 Size

10 Size by
Read/Write

IOPS

IOPS by
Read/Write

Total Size

Used Size

SC Series

Metric

Drive

FC, SAS,
iSCSI

Pool

Pool
Backend

System

System
Backend

Volume

% Read

X

X

Bandwidth

X

X

Bandwidth

by
Read/Write

CPU
Utilization

Free Size

10 Size

10 Size by
Read/Write

IOPS

IOPS by
Read/Write
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Appendix D: Report Browser metrics

. . FC, SAS, Pool System
Metric Drive iSCSI Pool Backend System Backend Volume
Latency X X X X X X X
Latency by | X X X X X X X
Read/Write
Queue X X X X X X X
Length
Total Size
Used Size X
Unity XT family
. . Fibre . . Pool System System-

Metric Block | Drive | Ethernet Channel File iSCSI | Pool Backend System Backend | Cache

% Read X X X X X X X

Allocated X X

Size

Bandwidth X X X X X X X X X

Bandwidth X

by In/Out

Bandwidth X X X X X X X X X

by

Read/Write

Bandwidth X X X X X X X

by SP

Bandwidth X X X X X X X

by SP and

Read/Write

CPU X

Utilization

Daily X

Carbon

Footprint

Daily X

Energy

Errors X

Errors by X

In/Out

Free Size

10 Size X X X X X X

10 Size by X X X X X X

Read/Write
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Appendix D: Report Browser metrics

. . Fibre - . Pool System System-
Metric Block | Drive | Ethernet Channel File iSCSI | Pool Backend System Backend | Cache

IO Sizeby | X X X X X X
SP

10 Size by X X X X X X
SP and
Read/Write

IOPS X X

IOPS by X X
Read/Write

IOPS by X X X X X X X
SP

IOPS by X X X X X X X
SP and
Read/Write

Latency X

Latency by | X
Read/Write

Latency by | X X X X
SP

Latency by | X X X X
SP and
Read/Write

Packets X

Packets by X
In/Out

Power X
Consumpti
on

Queue X X X X
Length

Requests

Requests

by
Read/Write

Total Size X

Used Size X X X

vVol
Latency

Total Link X
Errors

Total Link X
Errors by
Link Error
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Appendix D: Report Browser metrics

Metric Block

Drive

Fibre

Ethernet Channel

File

iSCSI

Pool

Pool
Backend

System

System
Backend

System-
Cache

% Clean

% Dirty

% Free

Flushed

X | X | X

VMware

VxRail

Metric ESXi

Virtual Machine

Datastore

Active Memory X

Bandwidth per
Datastore

CPU Readiness

CPU Usage X

IOPS per Datastore

Latency per
Datastore

X | X | X | X

Storage Latency

Capacity

Free Space

Uncommitted

Metric

HCI System

Host

CPU Hertz

CPU Ready Summation

CPU Utilization (%)

Daily Carbon Footprint

Daily Energy

Disk Latency

Disk Utilization

Memory Consumed Average

Memory Overhead Average

Memory SwaplnRate Average

Memory SwapOutRate Average

Memory Utilization (%)

Memory VM Control Average

Networking Utilization

XX | X[ X | X[ X]|X]|X|X
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Appendix D: Report Browser metrics

Metric HCI System Host
Power Consumption (Avg W over last hr) X

XtremlO Metric Initiator System Target Volume
Bandwidth X X X X
Bandwidth by X X X X
Read/Write

Block Latency

x

Block Latency
by Read/Write

CPU Utilization

Free Size

IOPS

X | X | X | X

IOPS by
Read/Write

x

Logical Size

Used Size
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Appendix E: PowerEdge Supported Features by Connection Type

PowerEdge systems meeting the minimum requirements can connect to Dell AlOps using

OpenManage Enterprise (OME) with the CloudIQ plugin, or using Dell Connectivity Client

(DCC). Refer to https://www.dell.com/support/kbdoc/000189403/ for onboarding details for
PowerEdge systems.

Some Dell AlOps features are currently unsupported for PowerEdge when connected
using DCC. Refer to the following chart for details.

Feature OpenManage Enterprise Dell Connectivity Client
(OME) Supported (DCC) Supported

Centralized Monitoring X X

Predictive Analytics X X

Proactive Health Score X X

Cybersecurity X X

Cybersecurity Resolve X

Action

Compliance Reports for
X X

Updates

Initiate Multisystem X

Updates

PowerEdge X

Actions/Operations

226 Dell AlOps: A Detailed Review
A Proactive Monitoring and Analytics Application for the Dell Environment


https://www.dell.com/support/kbdoc/000189403/

