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Abstract

This white paper discusses how to implement and operate the PowerMax
Veeam® Plug-in for Veeam Backup & Replication™ in a VMware infrastructure.
It covers the most common customer use cases.
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Introduction

Introduction

This paper will detail how to use the PowerMax Veeam Plug-in for Veeam Backup & Replication software
version 1.1.6. Veeam Backup & Replication is a data protection and disaster recovery (DR) solution
developed for virtual, physical and cloud environments. The PowerMax Plug-in' provides direct integration
with Veeam Software by taking advantage of the local replication array technology known as TimeFinder.
Specifically, the PowerMax Plug-in makes REST API calls to take SnapVX crash-consistent copies of
datastores for the purposes of backup and recovery.

This paper will not replicate Veeam documentation, but it will focus on the storage array integration for
backups on PowerMax. Some topics will still be covered for completeness, however, like application
consistency in backups. In addition, Veeam offers virtual machine (VM) replication, but that capability is a
host-based solution and is no way related to Dell SRDF and will not be covered. The Veeam documentation,
in particular the “User Guide for VMware vSphere”, should be consulted for information on these advanced
topics.

Note: The PowerMax Plug-in supports VMware environments and the Veeam Agent for Microsoft Windows
(physical Windows server). It does not support Microsoft Hyper-V environments.

! The remainder of the document will abbreviate the official name “PowerMax Plug-in with Veeam Backup & Replication” to
“PowerMax Plug-in”.
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Veeam Backup & Replication

1.1

1.2

Veeam Backup & Replication

The following sections walk through the installation and configuration of the Veeam software followed by the
PowerMax Plug-in installation as it is a separate download. Note that while the PowerMax Plug-in does not
require a license, Veeam itself does.

Installation

Install Veeam Backup & Replication version 12.x software. While Dell recommends following the Veeam
installation guide included in the Veeam reference section, an example is provided here for completeness.
This particular installation version 12.1.

Veeam software setup

Veeam’s software is provided as an ISO. Veeam runs on Windows (see the user guide for supported
versions) in either a physical or virtual environment. In the following setup, Windows Server 2022 is
employed. Be aware that this is only an example, and depending on a user’s particular situation and
environment, their screens may not appear in the exact order shown below, or even at all.

Here, the ISO is mounted from a content library in vCenter. The version is noted in Figure 1.

| VeeamBackup&Replication_12.1.2.172_20240515.is0

Figure 1. Veeam Backup & Replication software version

Begin by executing Setup.exe in the root directory shown in Figure 2.

<« v > This PC » DVD Drive (E:) Veeam Backup and Replication 12 »
Name -
v 3k Quick access
I Desktop AIR
Backup
“ Downloads Catalog
= Documents Cloud Portal
&=/ Pictures EnterpriseManager
‘i Local Disk (C:) EULA
SanRescan Explorers
Packages
v B This PC Plugins
# 3D Objects Redistr
Il Desktop Setup
| Documents | autorun.inf
-‘ Downloads
D Music
| Pictures
B Videos
‘s Local Disk (C:)
DVD Drive (E:) Veeam Backup and Replication 12

Figure 2. Veeam Backup & Replication setup

The user is presented with a number of software options for installation. Here, in Figure 3, select Install
Veeam Backup & Replication.
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Veeam Backup & Replication

28 Veeam Backup & Replication - X

>|:I|EI Install Veeam Backup & Replication

N Veeam Backup & Replication combines fast, flexible and reliable backup, recovery and
replication for all your workloads and data.

NE| Install Veeam Backup Enterprise Manager

_I Veeam Backup Enterprise Manager is an optional web-based management and reporting
console for Veeam Backup & Replication. It provides a single pane of glass for larger
environments with multiple backup servers.

Install Veeam Backup & Replication Console

Veeam Backup & Replication console is a Windows-based graphical user interface client
for managing backup servers.

© View Documentation

Figure 3. Veeam Backup & Replication wizard: Step 1

Accept the Veeam license agreement in Figure 4 and then supply the license file for Veeam in Figure 5.

8 Veeam Backup & Replication - X

License Agreement
Read the license agreements and accept them to proceed.

Please view, print or save the documents linked below.

By clicking "I Accept” button, | hereby accept the following:
* Agree and consent to the terms of Veeam License Agreement and licensing policy
* Agree and consent to each of the license agreements of 3rd party components used

* Agree and consent to each of the license agreements of required software

Figure 4. Veeam Backup & Replication wizard: Step 2

8 Implementing the Dell PowerMax Veeam Plug-in for Veeam Backup & Replication | h18694 D<A LTechnologies



Veeam Backup & Replication

i) Veeam Backup 8 Replication - X

License
Provide license file for Veeam Backup & Replication.

Select license provisioning method:

& Sign in with Veeam Browse license file

License details:

Community edition, 10 instances, limited functionality & personal use only

Update license automatically (enables usage reporting)

Download and install new license automatically when you renew or expand your contract. This requires
sending the license ID, the installation ID, and workload usage counters to Veeam servers periodically.
Successful usage reporting doubles the number of workloads you can exceed your installed license by.

@ Veeam EULA prohibits using Community Edition to provide any services to third parties. In particular,
you may not install, configure or manage such backup servers at your client’s environment as a
consultant or an MSP.

Back Next Cancel

Figure 5. Veeam Backup & Replication wizard: Step 3

In the background, Veeam will now check prerequisites. If these prerequisites are satisfied, the screen shown
in Figure 6 will appear; otherwise resolve the missing features before continuing.

i8] Veeam Backup & Replication - X

Ready to Install

Installation will begin with the following settings.

Installation folder: C:\Program Files\Veeam\Backup and Replication
vPower cache folder: C:\ProgramData\Veeam\Backup\IRCache
Guest catalog folder: C:\VBRCatalog

Service account: LOCAL SYSTEM

Database engine: PostgreSQL

SQL server: dsib2117:5432

Database name: VeeamBackup

Catalog service port: 9393

Service port: 9392

Secure connections port: 9401

REST API service port: 9419

Check for product updates: Automatically

L Customize Settings Back Install Cancel

Figure 6. Veeam Backup & Replication wizard: Step 4

Veeam will install the necessary software and display Figure 7 when complete.
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Veeam Backup & Replication

10

L

Veeam Backup & Replication 12.1

\/ Successfully installed

Finish

Figure 7. Veeam Backup & Replication wizard: Complete

To access the console, find the icon on the desktop and double-click. The fields shown in Figure 8 should
self-fill, including the checkbox entitled “Use Windows session authentication.” Select Connect. Figure 9

shows the result.

and user credentials to connect with,

Password

v Use Windows session authentication

Save shortcut

a5l Veeam
Backup & Replication 12

Type in a backup server name or |P address, backup service port number,

Connect

Close

Figure 8. Veeam console login

Implementing the Dell PowerMax Veeam Plug-in for Veeam Backup & Replication | h18694




Veeam Backup & Replication

E
Add
Server

Manage Server

Inventory
E
Ak Malware Detection
4 (B Virtual Infrastructure
{5 VMware vSphere
4 (® Physical Infrastructure
g5 Manually Added
/] Unmanaged
[#) Unstructured Data

Veeam Backup and Replication

Add Server
Before using Veeam Backup & Replication, you must register your protected data sources in the inventory. To start this process,
dlick the Add Server button in the ribbon (or just click this text).

For VMware vSphere protection, add a vCenter Server. You can also add ESXi hosts individually. Adding vCenter Server is
preferred, because it makes Veeam Backup & Replication vMotion-aware

For Microsoft Hyper-V protection, add System Center Virtual Machine Manager (SCYMM) Servers, Hyper-V clusters, or
standalone Hyper-V hosts.

For physical and cloud servers and workstations protection, create one or more Protection Groups listing all computers you want
to backup. For NAS protection, add an NDMP server. Note that NDMP backups are only supported to tape or Virtual Tape
Libraries (VTL)

Veeam Al

Online Assistant

[# Last 24 Hours

Create Job
Veeam Backup & Replication provides different options to balance recovery time with storage requirements. Backup consumes
less disk space but requires longer recovery time, making it ideal for long term data retention. Replication provides faster
recovery time at the increased storage costs and shorter retention.

To create a new backup or replication job, go to the Backup & Replication tree tab, and dlick the corresponding button

in the ribbon

Restore
E= To restore a machine from a backup or a replica, click the Restore button in the ribbon and select the required restore type.
Alternatively, you can browse the Backups node of the Backup & Replication tab to locate the required machine by searching for
its name.
You can also start a restore by double-clicking the full backup (VBK) file in the Windows Explorer
2 Hom
h Home

E!\ Inventory

s sackup i

Storage Infrastructure

@ i G 2

Connected to: localhost  Build: 12.1.2.172  Enterprise Plus Edition _ Evaluation: 23 days remaining

0virtual machines

Figure 9. Veeam console

Next, install the PowerMax Plug-in.

1.3 PowerMax Plug-in software setup

After the installation of the Veeam Backup & Replication software, download the Dell PowerMax Plug-in for
Veeam Backup & Replication from Veeam’s website at https://www.veeam.com/data-center-availability-suite-
download.html and under the Storage Plug-ins tab. The PowerMax Plug-in is delivered as a ZIP file. Unzip
the single EXE file on the same host as the Veeam software. Double-click on the EXE file to begin the
installation.

The InstallShield Wizard is straightforward and requires little input. Hit Next as shown in Figure 10.
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Veeam Backup & Replication

ﬁ Dell PowerMax Plug-In for Veeam Backup & Replication X

Welcome to the InstallShield Wizard for Dell
PowerMax Plug-In for Veeam Backup &
Replication

The InstallShield(R) Wizard will install Dell PowerMax Plug-In for
Veeam Backup & Replication on your computer. To continue,
dick Next.

WARNING: This program is protected by copyright law and
international treaties.

Figure 10. PowerMax Plug-in setup wizard: Step 1

The following screen is the generic license for the storage Plug-ins. Change the radio button to accept the

license and then click Next as shown in Figure 11.

ﬁ Dell PowerMax Plug-In for Veeam Backup & Replication X

Disclaimer L

Please read the following disdaimer carefully.

Storage Plug-Ins for Veeam Backup & Replication
Disclaimer

IMPORTANT - READ CAREFULLY

This plug-in is offered by the indicated third-party vendor. Terms of Use of this plug-in
are determined only by your storage vendor, Veeam's EULA does not cover the use of
this plug-in at all. By distributing the plug-in, Veeam does not provide warranty of any
kind for this plug-in, either expressed or implied. Veeam will support the use of this
plug-in only to the extent of storage snapshot integration functionality that the plug-in
enables. If you have any questions or concerns regarding the plug-in code, its
functionality, or experiencing any issues with this plug-in impacting your storage arrays
or any other production systems, you must contact the third-party vendor directly.

(®) I acknowledge and accept this disclaimer
(01 do not acknowledge and accept this disclaimer

<o ==

Figure 11. PowerMax Plug-in setup wizard: Step 2
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Veeam Backup & Replication

The Plug-in is now ready for installation. Hit Install as shown in Figure 12.

ﬂ Dell PowerMax Plug-In for Veeam Backup & Replication X

Ready to Install the Program
v oo DAL

The wizard is ready to begin installation.

This plug-in enables Veeam Backup & Replication to perform backup and restore of
VMware vSphere VMs directly from storage snapshots of Dell PowerMax arrays. This
software is developed by Dell Technologies.

Click Install to begin the installation, or Cancel to exit the wizard.

InstallShield

Figure 12. PowerMax Plug-in setup wizard: Step 3

As the program copies over some DLLs into the Windows directory ...\Plugins\Storage\Dell PowerMax, it
will complete quickly and present the final screen as shown in Figure 13.

13 Implementing the Dell PowerMax Veeam Plug-in for Veeam Backup & Replication | h18694 D<A LTechnologies



Veeam Backup & Replication

ﬁj Dell PowerMax Plug-In for Veeam Backup &t Replication X

InstaliShield Wizard Completed

The InstallShield Wizard has successfully installed Dell
PowerMax Plug-In for Veeam Backup & Replication. Click Finish
to exit the wizard.

Figure 13. PowerMax Plug-in setup wizard: Step 4

1.4 Upgrades

New versions of the PowerMax Plug-will be posted to the Veeam website as they are developed. The setup
program will automatically upgrade this software.

When upgrading from version 1.0.x of the PowerMax Plug-in to 1.1.x, there is
an important change in functionality which may impact some customers. As
part of the configuration instructions, users are required to create a masking
view for any proxies or ESXi hosts (from registered vCenters) with a storage
group name prefixed with "VEEAM_". The 1.0.x version of the PowerMax Plug-
in is case insensitive, just like Unisphere, so capital letters are not required.
Version 1.1.x of the PowerMax Plug-in, however, IS case sensitive (Unisphere is
still case insensitive). Therefore, if there are any Veeam storage groups that do
not use capitalized letters for the prefix (VEEAM_), they must be updated prior
to the upgrade, otherwise Veeam operations using these groups will fail. This is
a two-step process because while you can rename a storage group online
either in Unisphere or CLI, neither the Ul nor CLI will permit simply changing
lower case to upper case as it views them the same (case insensitive). Instead,
rename the group to a temporary name, then change it back to “VEEAM_",
using all capital letters.

14 Implementing the Dell PowerMax Veeam Plug-in for Veeam Backup & Replication | h18694 DeL
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Adding VMware vCenter

2

15

Adding VMware vCenter

Begin configuring Veeam by adding the vCenters that will be involved in backup and restore. First, navigate to
the INVENTORY screen in the Veeam console. Highlight Virtual Infrastructure in the left-hand panel and
select Add Server as shown in Step 1.

Home View

E
Add
Server

Manage Server

Inventory

A Malware Detection
(5 Virtual Infrastructure
4 (¥ Physical Infrastructure
§2! Manually Added
{5 Unmanaged
"] Unstructured Data
[ Last 24 Hours
[ Success

4

D-
@ Inventory

le':: Backup Infrastructure

Analytics

Veeam Backup an:

Before using Veeam Backup & Replication, you must register your protected data sources in the inventory. To start this process, click the Add Server
button in the ribbon (or just click this text).

For VMware vSphere protection, add a vCenter Server. You can also add ESXi hosts individually. Adding vCenter Server is preferred, because it makes
Veeam Backup & Replication vMotion-aware.

For Microsoft Hyper-V protection, add System Center Virtual Machine Manager (SCVMM) Servers, Hyper-V clusters, or standalone Hyper-V hosts.
For physical and cloud servers and workstations protection, create one or more Protection Groups listing all computers you want to backup. For NAS
protection, add an NDMP server. Note that NDMP backups are only supported to tape or Virtual Tape Libraries (VTL).

Create Job

Veeam Backup & Replication provides different options to balance recovery time with storage requirements. Backup consumes less disk space but
requires longer recovery time, making it ideal for long term data retention. Replication provides faster recovery time at the increased storage costs
and shorter retention.

To create a new backup or replication job, go to the Backup & Replication tree tab, and click the corresponding button in the ribbon.

Restore

To restore a machine from a backup or a replica, click the Restore button in the ribbon and select the required restore type.

Alternatively, you can browse the Backups node of the Backup & Replication tab to locate the required machine by searching for its name.
You can also start a restore by double-clicking the full backup (.VBK) file in the Windows Explorer.

Enterprise Plus Edition

Connected to: locall

Figure 14. Adding vCenter in Veeam Console: Step 1

Veeam Al

Online Assistant

Evaluation: 3{

Next in Figure 15, select VMware vSphere as shown in Step 2. Note that the other listed servers are not
integrated with the PowerMax Plug-in.
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Adding VMware vCenter

Add Server x

Select the type of a server you want to add to your backup infrastructure. All already registered servers can be
found under the Managed Servers node on the Backup Infrastructure tab.

m VMware vSphere
Adds VMware private cloud infrastructure servers to the inventory.

ml Microsoft Hyper-V
BN sddsascumm server, a Hyper-V cluster, or a standalone Hyper-V host to the inventory.

Nutanix AHV
Adds Nutanix private cloud infrastructure clusters to the inventory.

7\

‘ Red Hat Virtualization
Adds Red Hat Virtualization clusters to the inventory.

E"__‘ Oracle Linux KVM
EEI Adds Oracle Linux KVM to the inventory.

Cancel

Figure 15. Adding vCenter in Veeam Console: Step 2

There are two options for vSphere, either the vCenter (vSphere) or Cloud Director as shown in Figure 16. The
environment described in this paper uses only vCenters so that is selected in Step 3.

x

@ VMware vSphere

Select the type of a VMware server you want to add to the inventory,

E]m vSphere

Adds vCenter Server (recommended), or standalone vSphere Hypervisor (ESXi) to the inventory.

Cloud Director
=EFI Adds VMware Cloud Director server to the inventory.

Cancel

Figure 16. Adding vCenter in Veeam Console: Step 3

In Step 4, with either the IP or the FQDN, enter the vCenter. Veeam will automatically populate the
description with Created by <user> at <date/timestamp>. Adjust the description if desired as shown in
Figure 17.
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New VMware Server X
Name

Em Specify DNS name or IP address of VMware server.

Name DNS name or P address:

dsib2226.drm.lab.emc.com
Credential
Description:
Apply Recovery vCenter

Figure 17. Adding vCenter in Veeam Console: Step 4

Step 5 in Figure 18 covers adding the credentials for vCenter. Select Add to specify the credentials according
to how vCenter is configured for authentication. The pop-up dialog in uses the administrator user for the
vCenter. Once again, the description can be adjusted as desired. Select Apply.
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e Server

Credentials

m Select server administrator’s credentials. If required, specify additional connection settings including web-service port number.

Name Select an account with local administrator privileges on the server you are adding. Use DOMAIN\USER

hig R

Summary

Username: I administrator

Password: ‘ sesesesese

Description:

ccounts

|| Browse. ZI Add..
|

credentials

Cancel

< Previous

Apply

Default VMware web services port is 443. If connection cannot be established, check for possible port
customization in the vCenter Server or ESXi server settings.

Finish Cancel

Figure 18. Adding vCenter in Veeam Console: Step 5

Veeam will attempt to validate the credentials against vCenter in Step 6 as shown in Figure 19. A certificate
warning may appear depending on the environment. In this lab, the certificate is untrusted and must be

accepted to continue.
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Apply

Summary

Credentials
_m Select server administrator's credentials. If required, specify additional connection settings including web-service port number.
=
 —

Select an account with local administrator privileges on the server you are adding. Use DOMAIN\USER

Certificate Security Alert X

— An untrusted certificate is installed on v Add...

!:Q dsib2226.drm.lab.emc.com and secure communication cannot
be guaranteed.
Connect to this server anyway?

Remote certificate chain errors:

PartialChain (A certificate chain could not be built to a trusted root
authority.)

RevocationStatusUnknown (The revocation function was unable to
check revocation for the certificate.)

OfflineRevocation (The revocation function was unable to check
revocation because the revocation server was offline.)

View... Continue | Cancel

nage accounts

Default VMware web services port is 443. If connection cannot be established, check for possible port

customization in the vCenter Server or ESXi server settings.

< Previous Apply ‘

Finish Cancel

Figure 19. Adding vCenter in Veeam Console: Step 6

In step 7 in Figure 20, Veeam collect information about the environment before providing the summary.

New VMware Server

Name

Credentials

Summary

Apply
_m Please wait while required operations are being performed. This may take a few minutes..,

X

) Starting infrastructure item update process 0:00:02

) Creating database records for server

_ ) Collecting disks and volumes info 0:00:12

) VMware server saved successfully

Message Duration

< Previous Next » Finish Cancel

Figure 20. Adding vCenter in Veeam Console: Step 7
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Select Finish to complete adding the vCenter in Figure 21. Adding vCenter in Veeam Console: Summary.
Repeat the wizard for any additional vCenters that need to be added to Veeam for backup and recovery

purposes.

New VMware Server

Summary

m You can copy the configuration information below for future reference.

Name Summary:

VMware vCenter server 'dsib2226.drm.lab.emc.com’ was successfully saved.
Credentials Host info: VMware vCenter Server 8.0.2 build-23504390
Connection options:

User: administrator

Apply
Port: 443

Summary

Figure 21. Adding vCenter in Veeam Console: Summary

2.1 Viewing VMs
Much like in vSphere Client, Veeam will show all the VMs in vCenter arranged in a hierarchy. Figure 22
shows the VMs at the cluster level and provides some general information about each one. From this view,

the user executes activities like backups and restores.
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2.2
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Veeam Backup and Replication

1 wA
Backup Replication CDP
Job~  Job~ Policy~ Copy Job~  Job

Primary Jobs Secondary Jobs

Inventory

3k Malware Detection
4 (F Virtual Infrastructure
4 3 VMware vSphere
4 F3 vCenter Servers
4 FF dsib2226.drm.Iab.emc.com
4 [Hg London
4 E London_Cluster
H dsib0027.drm.lab.emc.com
E dsib0049.drm.lab.emc.com
E dsib0051.drm.Iab.emc.com
B dsib0078.drm.lab.emc.com
E dsib1196.drm.lab.emc.com
E dsib1197.drm.lab.emc.com
4 (¥ Physical Infrastructure
g5 Manually Added
] Unmanaged
[#) Unstructured Data
[ Last 24 Hours
[ Success

a

Home

E-
@ Inventory

tfg'g Backup Infrastructure

Backup Copy SureBackup

Import  Security &
Backup Compliance
Actions

Name T

{39 dsib0110.drm.Iab.emc.com
9 dsib0125.drm.lab.emc.com
{5 dsib0138.drm.Iab.emc.com
{39 dsib0199.drm.lab.emc.com
{1 dsib0228.drm.|ab.emc.com
5 dsib0230.drm.lab.emc.com
{33 dsib1055.drm.lab.emc.com
(9 dsib1059.drm.lab.emc.com
£ dsib1060.drm.lab.emc.com
{5 dsib1066.drm.Iab.emc.com
£39 dsib1067.drm.lab.emc.com
£y dsib1068.drm.lab.emc.com
{9 dsib1232.drm.lab.emc.com
{39 dsib1233.drm.lab.emc.com
(9 dsib1234.drm.lab.emc.com
£ dsib1255.drm.lab.emc.com
{9 dsib2011.drm.lab.emc.com
39 dsib2028.drm.lab.emc.com
£ dsib2030.drm.lab.emc.com
{7 dsib2035.drm.lab.emc.com
{71 dsib2036.drm.lab.emc.com
{9 dsib2186.drm.lab.emc.com
{9 dsib2187.drm.lab.emc.com
£ dsib2188.drm.lab.emc.com
[ dsib2189.drm.lab.emc.com
£ dsib2190.drm.lab.emc.com
{9 dsib2191.drm.lab.emc.com

Figure 22. vCenter hierarchy in Veeam

Viewing history

Used Size

601.1GB
48.1GB
116.1GB
58.6 GB
60.2 GB
483GB
90 GB
282.3GB
2823 GB
17718
17718
17718
137GB
1204G8
120.7 GB
583GB
116.1GB
377.1GB
198.2 GB
0B
75G8B
1323GB
1323GB
1323GB
2678
2678
2678

Host

dsib1197.drm.lab.emc....
dsib0051.drm.lab.emc....

dsib0078.drm.lab.emc.

dsib0027.drm.lab.emc....
dsib1197.drm.Iab.emc....
dsib1197.drm.Iab.emc....
dsib1197.drm.lab.emc....
dsib1196.drm.lab.emc....
dsib0027.drm.lab.emc....

dsib1196.drm.lab.emc.

dsib0027.drm.lab.emc....
dsib0027.drm.Iab.emc....
dsib0027.drm.lab.emc....
dsib0027.drm.lab.emc....
dsib1196.drm.lab.emc....
dsib0027.drm.lab.emc....

dsib0051.drm.lab.emc.

dsib0051.drm.lab.emc....
dsib1197.drm.lab.emc....
dsib1197.drm.Iab.emc....
dsib1197.drm.lab.emc....
dsib1197.drm.lab.emc....
dsib1197.drm.Iab.emc....

dsib0049.drm.lab.emc.

dsib0049.drm.lab.emc....
dsib1196.drm.lab.emc....
dsib1197.drm.Iab.emc....

Connected to: localho!

Guest OS

VMuware Photon OS (64-bit)
VMuware Photon OS (64-bit)
Ubuntu Linux (64-bit)

SUSE Linux Enterprise 15 (64-bit)

Other (32-bit)

Oracle Linux 8 (64-bit)

Oracle Linux 8 (64-bit)

Oracle Linux 8 (64-bit)

Oracle Linux 8 (64-bit)

Oracle Linux 8 (64-bit)

Red Hat Enterprise Linux 8 (64-bit)
Red Hat Enterprise Linux 8 (64-bit)
Red Hat Enterprise Linux 8 (64-bit)
Red Hat Enterprise Linux 9 (64-bit)
Red Hat Enterprise Linux 8 (64-bit)
SUSE Linux Enterprise 15 (64-bit)
VMuware Photon OS (64-bit)
Ubuntu Linux (64-bit)

Ubuntu Linux (64-bit)

SUSE Linux Enterprise 15 (64-bit)
SUSE Linux Enterprise 15 (64-bit)
SUSE Linux Enterprise 15 (64-bit)
SUSE Linux Enterprise 15 (64-bit)
SUSE Linux Enterprise 15 (64-bit)
SUSE Linux Enterprise 15 (64-bit)

Enterpr

Veeam Al

Online Assistant

Last Backup
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never
never

never v

To view running or completed jobs, access the History panel as shown in Figure 23. The system jobs will be
the host and storage discovery while other jobs are broken into backup or storage snapshot jobs. The latter
refers to manual snapshots that were taken against a device.

Implementing the Dell PowerMax Veeam Plug-in for Veeam Backup & Replication | h18694

D<A LTechnologies



Adding VMware vCenter

Veeam Backup and Replication

B o B

[© s
Backup Copy SureBackup = Failover

Baa‘up Replication CDP

Job~  Job~ Policyr Copy Job~  Job Plan ~
Primary Jobs Secondary Jobs Restore
History
[%: System

D@; Malware Detection

A Home
B;
@i‘ Inventory

(%3 Backup Infrastructure

torage Infrastructure

== R_V

Import  Security &

Backup Compliance
Actions

Job Name

[& Host Discovery

[ Host Discovery

b Shell run

[& Audit Logs Archiving
) Infrastructure rescan
[ DatabaseMaintenance
[& Catalog Cleanup

[& Host Discovery

[& Audit Logs Archiving
[& Infrastructure rescan
[& DatabaseMaintenance
[& Catalog Cleanup

[& Host Discovery

Figure 23. History panel

Status

Success
Success
Working
Success
Working
Success
Success
Success
Success
Success
Success
Success

Success

Start Time +

6/6/2024 12:21 PM
6/6/2024 12:20 PM
6/6/2024 12:12 PM
6/6/2024 12:10 PM
6/6/2024 12:10 PM
6/6/2024 12:10 PM
6/6/2024 12:10 PM
6/6/2024 12:10 PM
6/6/2024 11:33 AM
6/6/2024 11:33 AM
6/6/2024 11:33 AM
6/6/2024 11:33 AM
6/6/2024 11:33 AM

Connected to: localhos!

End Time
6/6/2024 12:21 PM
6/6/2024 12:21 PM

6/6/2024 12:10 PM

6/6/2024 12:11 PM
6/6/2024 12:10 PM
6/6/2024 12:10 PM
6/6/2024 11:34 AM
6/6/2024 12:10 PM
6/6/2024 11:34 AM
6/6/2024 11:34 AM
6/6/2024 11:34 AM

Build:

nitiated by
SYSTEM
SYSTEM
DSIB2117\Administr...
SYSTEM
SYSTEM
SYSTEM
SYSTEM
SYSTEM
SYSTEM
SYSTEM
SYSTEM
SYSTEM
SYSTEM

Enterprise Plus Edition
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3 PowerMax Plug-in configuration

The PowerMax Plug-in is built on the Veeam Backup & Replication software. Therefore, the PowerMax Plug-
in relies on prerequisites for the Veeam Backup & Replication software which include, but are not limited to,
VMware platform, ESXi host version, and vCenter version. The PowerMax Plug-in itself also has a number of
prerequisites which must be satisfied. These prerequisites are enumerated below.

3.1 PowerMax Plug-in prerequisites

The following sections cover the necessary perquisites to use the PowerMax Plug-in.

Note: Any restrictions described herein are specific to the proper functioning of the PowerMax Plug-in and are
not meant to apply to a generic PowerMax environment.

3.1.1 Unisphere for PowerMax (REST API)

Unisphere for PowerMax version 10.0.1.0 is the minimum version necessary to use the PowerMax Plug-in. A
user with storage administrator privilege in Unisphere (e.g., smc), is required.

The PowerMax Plug-in will prevent the user from adding a Unisphere instance that does not meet the
minimum version requirements. An example of the error is seen in Figure 24.

Veeam Backup and Replication X

Failed to connect to storage 10.228.244.99: Unsupported
Unisphere version 'V9.2.4.9'. Version 10.0.1.0 or later is
supported.

Figure 24. Incorrect Unisphere version error message

Additional details about this error can be found in Appendix A.

3.1.2 TimeFinder

The TimeFinder software that provides local replication on the array must be licensed.

3.1.3 NTP server

In order to avoid timestamp skew when querying the snapshots through different management hosts (e.g.,
Veeam, Unisphere for PowerMax, etc.), ensure that all hosts are synchronized to an NTP server. If using
embedded management for Unisphere for PowerMay, it is preconfigured for NTP.

For example, the following screenshot contains the timestamp of a storage group as seen by two different
Unisphere for PowerMax implementations for the same array. Note the significant time skew in Figure 25.
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Storage Groups > testing_veeam_sg

DETAILS COMPLIANCE VOLUMES PERFORMANCE DATA PROTECTION
SNAPSHOTS SNAPSHOT POLICIES SRDF
Create E
D Snapshot Creation Time v
[] Veeam-450 Wed Mar 03 2021 08:13:10
[} Veeam-450 Wed Mar 03 2021 08:13:10

Storage Groups > testing_veeam_sg

DETAILS COMPLIANCE VOLUMES PERFORMANCE DATA PROTECTION
SNAPSHOTS SNAPSHOT POLICIES SRDF
Create :

[] Snapshot Creation Time ~

[] Veeam-450 Wed Mar 03 2021 08:02:25

[] Veeam-450 Wed Mar 03 2021 08:02:25

Figure 25. Time skew in multiple Unisphere instances

The clocks must be synchronized for proper operation.

3.2 Arrays and PowerMaxOS

A minimum of PowerMaxOS code level 5978.711.711 is required. When using earlier versions of

PowerMaxOS like 5978.711.711, the user must install an external instance of Unisphere for PowerMax at the
proper version as the embedded version will be unsupported.
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4.1
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Export hosts

An export host refers to the server to which you export data while running a Veeam task, though it is not the
same as the proxy server which facilitates a backup from the Dell PowerMax. A customer might use an export
host when restoring a VM from a backup. Veeam would present the backup device(s) to the export host (e.g.,
ESXi host) and perform VMware activities such as resignaturing.

In order to present the PowerMax snapshots (i.e., linked targets) to export hosts, a masking view must exist
for each host. This masking view will consist of the zoned ports (i.e., host initiator to a PowerMax front-end
port), a storage group prefixed with “VEEAM_” and containing a small device (required for the masking view),
and a host initiator group. This process is done externally to the PowerMax Plug-in to ensure that the storage
administrator is able to control zoning and mapping. The following sections will detail how to create this
masking view.

Note: As detailed below, one masking view per export host is required. Dell does NOT support sharing a
storage group among multiple masking views, nor does it support using a host (i.e., parent) initiator group,
though an individual host may still be part of a host group. This means it is NOT possible to have a “cluster-
wide” masking view. For example, if a customer has a vCenter with 16 hosts and wants to have the ability to
export snapshots to any of those hosts, they must create 16 masking views, one for each host.

Note: There is no support for NVMeoF.

Fibre Channel exports

For each Fibre Channel export host, complete the following steps, if required:

1. Zone the export host(s) to the PowerMax array front-end ports. These could be
proxy hosts or hosts to which the restored snapshots will be exported. There is no
requirement that all initiators be zoned.

2. Create a host (i.e., initiator group) on the PowerMax for each export host(s) that
contain the port WWNs that belong to the adapters that are zoned. The initiator
group should only contain initiators from a single host.

3. Create a port group on PowerMax that comprises the zoned ports from Step 1.
Create a storage group with the starting prefix “VEEAM_". Note that while
Unisphere is not case sensitive, the Plug-in is case sensitive. It is essentially to
use all CAPS for the prefix or the Plug-in will not function. The group must contain
at least one device or Step 5 will fail. A single, small, three-cylinder device is
sufficient. The group must be assigned an SRP of None, which will also set the
service level to None.

5. Create a masking view on the PowerMax with the host group, port group and the
new storage group that was created in the Steps above. There must be one
masking view created for each export host. Do NOT use the same storage group
in more than one masking view.
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4.2 ISCSI exports

For each iSCSI export host, complete the following steps, if required:

1. Create a host (i.e., initiator group) on the PowerMax for each export host(s) which
contains the IQN. The initiator group should only contain initiators from a single
host.

2. Create a port group on PowerMax that includes the iSCSI ports that are going to
be used.

3. Create a storage group with the starting prefix “VEEAM_". Note that while
Unisphere is not case sensitive, the Plug-in is case sensitive. It is essentially to
use all CAPS for the prefix or the Plug-in will not function. The group must contain
at least one device or Step 5 will fail. A single, small, three-cylinder device is
sufficient. The group must be assigned an SRP of None, which will also set the
service level to None.

4. Create a masking view on PowerMax with the host group, port group and the new
storage group that was created in the Steps above. There must be one masking
view created for each export host. Do NOT use the same storage group in more
than one masking view.

4.3 Unisphere for PowerMax

The following section walks through adding the required components for the PowerMax Plug-in via Unisphere
for PowerMax for a Fibre Channel and iSCSI host. Two wizards are used in this process:

Host wizard
Storage provisioning wizard

It is also possible to use Solutions Enabler or a REST API to create the necessary objects.

4.3.1 Host wizard

In the following example, host dsib1189 is identified as the export host. Begin by logging into Unisphere for
PowerMax at: https://<IP_or_FQDN>:8443. The default login is smc/smc. Once logged in, click on the array,
which in this case 000120001473 as shown in Figure 26.
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DEALEMC  Unisphere for PowerMax > 000120001473 ~

{3} Overview
OF Dashboard Overview SG Compliance Capacity Performance Protection
- Host 10s/sec 276248
@ Storage > \
40 8 Latency 31711ps 12 )
[ Hosts > Throughput 219,86 MB/s
U Data Protection > Health Score Updated Friday, June 14, 2024 9:05:05 AM Actions
B system ~ @ Configuration View Other Hardware
. All health checks were successful

Hardware @ Capacity Run Health Check

Systern Properties @ Performance View SAN Health

Physical View @ Data Protection

iSCSI+ NVMe

Figure 26. Unisphere for PowerMax home

From the left-hand menu, expand the Hosts menu and select Hosts. Then select the Create button to start
the wizard in Figure 27.

DLLEMC | Unisphere for PowerMax > 000120001473 ~

oy Overview Hosts and Host Groups
OF  Dashboard
od
Modify Provision e To Host : 84lems Y 1 @
Storage =
@ < > D MName + Masking Views Initiators Last Update =
F Hosts N ] » allnosts_ig(16) 1 3z 20240203 16715:58 =
D > dsib0027_0049_. (6) 4 12 2023-11-30 09:23:50
Hosts
Masking Views D dsib00446_iscsi_ig 1 1 2024-05-16 09:35:12
D dsib0127 _iscsi_ig 1 2 2024-06-07 09:06:39
Port Groups
- D > dsib0180_0182. (6) 1 12 2024-02-22 09:58:55
Initiators
PowerPath D dsib0180_tcp_ig o 1 2023-08-19 13:39:45
D dsib0182_tcp_ig ] 1 2023-08-19 13:39:34
Data Protection
v > D dsib0184_tcp_ig 0 1 2023-08-19 13:39:26

Figure 27. Host wizard

In the next screen, for Fibre Channel supply a host name (e.g., dsib1189_ig). The radio button defaults to
Fibre Channel so leave it as is. Select the HBA initiators from the left-hand panel and move them over to the
right. Then select Run Now in Figure 28.
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Create Host

dsib1189_fc_host

Initiator Type

®

Select Initiators

Available Initiators Thems Y Initiators in Host 2 ltems 0 Y
[[] Name = [[] Name =
D 21fd88947141814d N D 5000097200170404

D 5000097200170440

Set Host Flags

Figure 28. Add Fibre Channel initiators

For iSCSI, supply a host name (e.g., dsib1189_iscsi_ig), select the iISCSI radio button under “initiator type”,
select the plus button to manually enter the initiator name or simply move an existing initiator from the left-
hand panel to the right. Then click Run Now, as shown in Figure 29.

Create Host

dsib1189_iscsi_host

Initiator Type

®
Select Initiators
Available Initiators 2 ltems Y Initiators in Host 1 ltems o Y
D Name IP Addresses = D Name IP Addresses =
D ign.1994-05.com.redhat777z m 5 |:| 1gn.1994-05.com.redhat:281¢c (1))
[] ian.2006-07.com.veeamvees Q)
<

Set Host Flags

Figure 29. Add iSCSI initiators
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With the Fibre Channel or iSCSI host added, run the masking view wizard which includes creating the port
group and storage group.

4.3.2

Storage provisioning wizard
In the same Hosts screen from Figure 27, check the box next to the newly created host and select Provision
Storage To Host as shown in Figure 30.

DEALEMC  Unisphere for PowerMax > 000120001473 ~
{3 Overview Hosts and Host Groups
0= Dashboard
od
m ‘ Modify ‘ | Provision Storage To Host H 85 ltems Y L @
Storage —
@ g > B Mame | Masking Views Initiators Last Update —
[ Hosts » ] > veenter224.v.. (12) 1 24 2023-10-24 16:06:54 -
Hosts D proxmox_iscsi_ig 1 1 20240506 21:51:51
Masking Views D dswib0186_vvol_tcp 1 1 2023-11-1513:28:38
Port Groups D dsib1195_tcp_ig 0 1 20230819 13:39:09
- D dsib1194_tcp_ig 0 1 20230819 13:39:18
Initiators
PowerPath dsib1189_fc_host 0 2 2024-06-14 09:19:42
D dsib1188_wvol_tcp 1 1 2023-11-14 19:40:48
) Data Protection >
D dsib1187_vvol_tcp_ig 0 1 2023-11-1419:01:17

Figure 30. Provision storage to host wizard: Step 1

In the first screen of the wizard, type in a name for the storage group. Recall that this name must start with
“VEEAM_” (must be UPPERCASE). Use the drop-down to select None for Storage Resource Pool. A
warning will appear indicating that without an SRP, data reduction is disabled. Select OK.
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A Warning

An SRP is required for enabling Data Reduction. Data Reduction will consequently be deselected

and disabled. Continue with change?

Figure 31. Provision storage to host wizard: Step 2

When the screen returns, enter in 1 for the number of volumes and 3 CYL for the volume capacity and then
Next, as shown in Figure 32.2

2 A three-cylinder device is used because the storage group requires at least one device for the masking view. The size is arbitrary,
however, as any size can be used. It is not possible to create a masking view with an empty storage group.
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Provision Storage

SR Create Storage Group

VEEAM_dsib1189_fc_sg None -

Service Level Volumes Volume Capacity
None * 1 3 ~ CYL -

Total Capacity3 6B  Total Service Levels 1
Select Snapshot Policies
Enable Data Reduction

3

Fancel m

Figure 32. Provision storage to host wizard: Step 3

In the next screen, create a new port group or use an existing one for the masking view. Do this by providing
a name and selecting the desired ports. Select Next as shown in Figure 33.

Provision Storage

Create Storage Group o Select Port GfOUp

Select Port Group

@ New o Existing

SCSIFC *  VEEAM_dsib1189_pg

Y

B Dir-P_. Identifier Init... PGs Ma.. % Busy =
OR-1C:0 5000097 ... 29 3 64 27461

D 0OR-1C1 5000097... 4 0 0 0

D OR-1C:2 5000097... 0 0 0 0

OR-1C:4 5000097 ... 9 2 15 01765

D 0OR-1C:5 5000097 ... 1 0 0 0

D 0OR-1C:6 5000097 ... 0 0 0 0
- - - o -

Include ports not visible to host

| -

Figure 33. Provision storage to host wizard: Step 4

In the final screen, provide a masking view name and complete the wizard in Figure 34.
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Summary

Provision Storage

Create Storage Group od

Select Port Group

Summary

VEEAM_dsib1189_fc_mv

Host I/0 Limit Set Host I/0 Limits [J Enable Compliance Alerts

Performance Impact

Performance Impact is not available, all storage groups must have a Service Level set.

4.4

4.5

Figure 34. Provision storage to host wizard: Step 5

The export host is now ready.

Restrictions

Both PowerMax and Veeam have a number of restrictions that apply to the PowerMax Plug-in. Veeam’s
restrictions are fully documented in their user guide. A few of the more common restrictions for both Veeam
and PowerMax are noted below:

The PowerMax Plug-in does not support adding two Unisphere servers that have the same array(s) set
as “local’. Doing so will cause issues with discovery and can lead to undesirable results.

Veeam does not support VMware Virtual Volumes (vVols) with the PowerMax Plug-in.

Veeam does not support backing up Raw Device Mappings (RDMs) with the PowerMax Plug-in3

There is no support for NVMeoF on PowerMax.

There is no support for NFS on PowerMax.

Known Issues
The following are known issues with the PowerMax Plug-in:

There can be only one storage group prefixed ‘VEEAM_’' (must be UPPERCASE) presented to each
export host in a masking view. If the PowerMax Plug-in finds more than one masking view with a storage
group prefixed ‘VEEAM_ '’ presented to the same export host, the job will fail.

The PowerMax Plug-in does not support the use of parent/child storage groups for exports. Export
operations are done at the host level, not the cluster level.

A storage group may not be shared across multiple export hosts/masking views. This will lead to failures
when attempting to restore a set of VMs from the same snapshot to more than one export host.

3 VMs with RDMs can still be backed up because Veeam simply skips the RDMs. See the section Backup and restore for more detail.
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o The PowerMax Plug-in does not support the use of SRPs/service levels with export host storage groups.

o A set of host initiators may not be divided between two different initiator groups. While the PowerMax
Plug-in does not require all host initiators to be present in an initiator group, they cannot be split into
multiple initiator groups to be used in different masking views or host groups.

o While it is possible to use both iSCSI and Fibre Channel on the same export host, the only way to control
which one Veeam will use is to designate one or the other when setting up the storage the Proxies
section.
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5.1

Add Veeam Al
Proxy
Manage Proxy Upgrade Online Assistant
Backup Infrastructure Qm
{5 Backup Proxies Name Type Host T Description
= Backup Repositories [ Backup Proxy Agent dsib2117 Created by Veeam Backup & Replication

{ External Repositories B VMwareBackup Proxy  VMware dsib2117 Created by Veeam Backup & Replication
St Scale-out Repositories
£» WAN Accelerators
7, SureBackup
(Z1 Managed Servers

5 Storage Infrastructure

Proxies

Veeam will automatically create a file Proxy and VMware Proxy during the installation. These are shown in
Figure 35. VMware Backup Proxy is sufficient to create production VM backups and restores, but if desired
the additional proxies (i.e., hosts) can be added. For example, when taking a manual snapshot Veeam will
attempt to scan it for existing VMs. In order to do this, Veeam must be able to export the snapshot from
PowerMax to a backup proxy which either has iSCSI or Fibre Channel connectivity to the storage. This is
covered in some detail below.

Veeam Backup and Replication

Backup Proxy

| Service Providers

Home
Inventory

Backup Infrastructure

3 Connected to: localhost Build: 12.1.2.172 Enterprise Plus Edition Evaluation: 22 days remaining

Figure 35. Backup proxies

Host setup for use as proxy

If there is a need to back up a VM to disk with the PowerMax Plug-in, or to scan manual snapshots for VMs to
be used in backup and restore, an additional physical or virtual host must be set up. This host will need to
access the PowerMax array through Fibre Channel or iSCSI. When using a VM, the most common setup is
direct iISCSI from the Guest OS. This is the example shown below. Note that even if the user is familiar with
setting this up, there is a Veeam requirement that must be followed, so please review this section.

In this example, the VM host dsib0127.drm.lab.emc.com has iSCSI access to array 000120001473 through

the Microsoft software initiator. It also has a direct iISCSI connection to PowerMax array 000120001473 within
the GuestOS on the VM. It uses the Microsoft software iISCSI adapter, so there is a single initiator, though it is
mapped through four ports on the array. The initiator group is shown in Figure 36.
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DLLEMC  Unisphere for PowerMax > 000120001473 ~

{1 Overview dsib0127_iscsi_ig > Initiators
EE Dashboard 2hems ¥ 4 @
@ Storage > [] Initiator Alias Protocol —
E| — v D ign.1991-05.com.microsoft:dsib0127 —_ iSCSI -
Hosts
Masking Views
Port Groups
Initiators
PowerPath

Figure 36. Initiator group for backup proxy dsib0127.lss.emc.com

A single storage group was created with a small device, VEEAM_dsib0127_sg, per the requirement for
export hosts in iISCSI exports. This and the initiator group, along with the iSCSI ports, were bundled into a
single masking view as shown in Figure 37.

DEALLEMC  Unisphere for PowerMax > 000120001473 ~

{3 VEEAM_dsib0127_sg > Masking Views

[m]=

o0

=3 s e ¥ L O
@ D Mame * Host/Host Group Port Group Storage Group =
E| D veeam_dsib0127_mv dsib0127_iscsi_ig iscsi_pg VEEAM_dsib0127_sq -

Figure 37. Masking view for backup proxy dsib0127.drm.lab.emc.com

51.1 Veeam iSCSI/Fibre Channel initiator

When using the server as a backup proxy for disk backups, the single Microsoft initiator is sufficient. However,
this initiator is not sufficient for manual snapshots. When taking manual snapshots, Veeam will attempt to
record any VMs on the source device. To do this, the PowerMax Plug-in links the manual snapshot to a target
device and presents it to the backup proxy to be read by Veeam. When it does this, Veeam queries for its
own initiator in the initiator group. This is a proprietary initiator that Veeam names and is in addition to the
iSCSI or Fibre Channel initiators in the group. Unfortunately, the only way to determine the initiator name is to
run a manual snapshot and review the log file from the failure to mount to the backup proxy. In the following
example shown in Figure 38, a manual snapshot was taken of device 124 on PowerMax 000120001473 when
the initiator group of host dsib0127.drm.lab.emc.com only contained the Microsoft initiator.
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Storage snapshot X
Name: Create storage snapshot Status: Success
Action type:  Storage Snapshot Creation Start time:  6/14/2024 6:35:36 AM
Initiated by:  DSIB2117\Administrator Endtime:  6/14/2024 6:35:55 AM

Parameters Log

Message Duration
) Sending request to create storage snapshot Snapshot_Test 0:00:02
J Storage snapshot created successfully, and will now be scanned for content

LUN 000120001473:00104 configuration refresh completed successfully
¥) LUN 000120Q01422.00104 L 0O00120001472.00104 ic not 2 UMES LI 0:00:04

: 15 on LUN test (00:12:29 Thu, 06 Jun 2024 +0000)
© Failed to ob] | Default (00:12:29 Thu, 06 Jun 2024 +0000) of | %0007
. Volume 000 )M Error: The selected Storage Group

yDefault:1717632749) does not have the required

Job finish

\
\
i
\
1
| € Storage sna (
\
\
\
\
\

Close

Figure 38. Manual snapshot before Veeam initiator added

This job fails because Veeam was unable to find its initiator in a masking view containing a storage group
prefixed with VEEAM_. Unfortunately, Veeam does not include the initiator in the error message. Reviewing
the log file Util.SanRescan.All.log on the Veeam server located in the directory
C:\ProgramData\Veeam\Backup\SanRescan, reveals the following for LUN 00104 as shown in Figure 39:

] util.SanRescan.Alllog - Notepad - ] X
File Edit Format View Help
[09.06.2024 04:01:05.206] Info (3) [PublicPlugin] Volume '000120001473:00104°, '000120001473:00104° has following LUNs: A
[09.06.2024 04:01:05.206] Info (3) LUN ‘Name '000120001473:00104°, Id ‘000120001473:00104°, SCSIUniqueld ‘60000970000120001473533030313034", Volumeld °©00120001473:00104°
[09.06.2024 04:01:05.206] Info (3) [San] Updating SAN volume LUN '000120001473:00104(000120001473:00104)". Size [0ld: *6291456', New: '6291456'], Name [0ld: '©00120001473:00104°,
[09.06.2024 04:01:05.206] Info (3) [DbScope] Updating SanVolumelLUNInfo ‘000120001473:00104(000120001473:00104)"
[09.06.2024 04:01:05.237] Info (3) Volume ‘000120001473:00104°, '000120001473:00104° has following snapshots:
[09.06.2024 04:01:05.393] Info (3) [PowerMax] Input 10.228.246.28 is a valid IP address
[09.06. :85.393] Info (3) [PowerMax] Dell PowerMax plugin version 1.1.6.0
[09.06. .487] Info (3) [PowerMax] Getting LUNs that may be accessed by iSCSI host dsib@127.drm.lab.emc.com_Rescan/ign.2006-06.com.veeam:dsib@127.drm.lab.emc.com
09.06. :11.847] Info (3) [PowerMax] Host dsib@127 iscsi ig associated with masking views ‘'veeam dsib@127 mv'
[09.06.2024 04:01:43.082] Warning (3) [PowerMax] Adapter is not in an initiator group. No PowerMax host record found for initiator iqn.2006-06.com.veeam:dsib@127.drm.lab.emc.com
[09.06.2024 04:01:43.098] Info (3) [PublicPlugin] Checking Host '10.228.246.28" ('45dc48f5-9df8-40e@-8elf-15326893b7ee’) accessibility from SAN initiator 'Id: 'c9@c5ab4-f6de-420e
[09.06.2024 04:01:43.098] Info (3) Fixing credentials to down-level format.l
[09.06.2024 04:01:43.113] Info (3) [RPC] Loading options.
[09.06.2024 04:01:43.129] Info (3) [SNetworkAddressResolver] Host not joined to domain. Using NTLM only strategy.
[09.06.2024 04:01:43.129] Info (3) [SHostNameResolver] Using hostnames resolving policy: UseOnlyOriginalHostNames
[09.06.2024 04:01:43.129] Info (3) [SNetworkAddressResolver] Resolved ['10.228.244.127'] by NTLM strategy IP addresses and host names. IPAddressKind: [All]. Result: ['10.228.244.
[09.06.2024 04:01:43.160] Info (3) [SNetworkAddressResolver] Resolved ['10.228.244.127°] by NTLM strategy IP addresses and host names. IPAddressKind: [All]. Result: ['10.228.244.
[ZENPTIEPCIPOIPEIPEIPLYS M MR e e Tl P oTlteo TFAGFAFFAT Los Lo —l--i-3 Gle-i. TAn ARG AAs and.rarnl .
Ln 10087, Col 90 100%  Windows (CRLF) UTF-8
Figure 39. Log file before Veeam initiator was added
Veeam is looking for ign.2006-06.com.veeam:dsib0127.drm.lab.emc.com since this is an iSCSI host. Add
this initiator to the initiator group in Figure 40.
DZALLEMC = Unisphere for PowerMax > 000120001473 ~
€3 dsib0127_iscsi_ig > Initiators
oo
e v ¥ L O
@ D Initiator Alias Protocol =
El D ign.1991-05 com microsoft:dsib0127 —_— iSCslI -
[] ian.2006-06.com.veeam:dsib0127.drm.lab.emc.com — isCsl
Figure 40. Initiator group with Veeam initiator
Now rerun the manual snapshot for device 00104. With the Veeam initiator present it now succeeds as shown
in Figure 41.
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Storage snapshot X
Name: Create storage snapshot Status: Success
Action type:  Storage Snapshot Creation Start time:  6/14/2024 7:35:16 AM
Initiated by:  DSIB2117\Administrator End time:  6/14/2024 7:35:35 AM

Parameters Log

Message Duration
Sending request to create storage snapshot Snapshot_Test 0:00:02
Storage snapshot created successfully, and will now be scanned for content
LUN 000120001473:00104 configuration refresh completed successfully
LUN 000120001473:00104 from volume 000120001473:00104 is not a VMFS LUN, or...  0:00:04
Volume 000120001473:00104 rescan completed
Storage snapshot is ready for restore operations
Job finished at 6/14/2024 7:35:35 AM

Close

Figure 41. Manual snapshot after Veeam initiator was added

Reviewing the new log file after the successful job, note the initiator is now found in Figure 42.

) Util. SanSnapshot.000120001473_00104.log - Notepad

File Edit Format

[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:
[14.06.2024 07:

<

View Help

35:
35:
35:
35:
35:
35:
35:
35:
35:
:26.782]
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:
35:

35

26.641]
26.676]
26.676]
26.688]
26.688]
26.704]
26.720]
26.720]
26.720]

26.798]
26.798]
26.813]
26.813]
26.829]
26.845]
26.845]
26.845]
26.876]
26.876]
26.876]
26.876]
26.926]
26.926]

Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)
Info (3)

- o X ‘

[San] End VC and ESX discover for volume: '000120001473:00104' VMs.

[San] Lease '386bfb91-acca-4df8-b36a-8ec99a414d12" for VMFS rescan host '10.228.246.28"' created.

[LeaseKeeper] Created. Leaseld: 386bfb9l-acca-4df8-b36a-8ec99a414d12, TTL: [200 sec], ignoreExceptions: [False].

[San] Starting 'VMFS connect' discover for volume: ‘000120001473:00104°.

[San] Creating discover lock for volume: '000120001473:00104'(000120001473:00104)

[San] Starting 'VMFS connect’ discover for volume LUN: '©00120001473:00104° ('ad845207-60ba-489f-a5b8-645a12194bbb")

[San] WMs found in infrastructure for volume LUN or NFS '000120001473:00104', Count [0]

[San] Getting valid proxies for performing rescan VMFS volumes.

[SanHost] Accessing role-specific options of host 10.228.246.28 (45dc48f5-9df8-40e0@-8elf-15326893b7ee). Roles: 'ViBackup'. Accessor: Veeam.Backup.Core.SanPlugi:
[TransportService] Connecting to transport service, host '10.228.244.127', addresses ['10.228.244.127'], port '6162°

[RPC] Loading options.

[SNetworkAddressResolver] Host not joined to domain. Using NTLM only strategy.

[SHostNameResolver] Using hostnames resolving policy: UseOnlyOriginalHostNames

[SNetworkAddressResolver] Resolved ['10.228.244.127'] by NTLM strategy IP addresses and host names. IPAddressKind: [All]. Result: ['10.228.244.127'].
[CProxyRpcInvoker] RpcInvoker [28152706] has been created. Host: [10.228.244.127:6162]

[TransportService] Network is available

[CProxyRpcInvoker] RpcInvoker [28152706] was disposed

[San] Proxy '10.228.244.127'('b@943459-251e-423e-9d6b-2992281a53ed"') is valid for rescan SAN volumes. Transport installed: True
[San] Accessible san initiators for '000120001473:00104'. Count "1
Id: 'c90c5abd-f6de-420e-a0cb-0a453a385361", Proxyld: 'b@943459-251e-423e-9d6b-2992281a53ed’, IgnOrWWN: 'ign.2006-06.com.veeam:dsib@127.drm.lab.emc.com

[PowerMax] Input 108.228.246.28 is a valid IP address

[PowerMax] Dell PowerMax plugin version 1.1.6.0

[PowerMax] Found matching snapshot created on (14:34:46 Fri, 14 Jun 2024 +0000:
StorageVolumeSnapshot {

Ln 111, Col 71 100%  Windows (CRLF) U

5.2

Figure 42. Log file after Veeam initiator was added

Backup proxy

In order to mount snapshots so they can be scanned for VMs during storage discovery or backups made to
disk, a backup proxy with direct access to the array is required. This backup proxy can be a physical or virtual
host, but the main requirement is that it has direct access to the array through Fibre Channel or iSCSI, in the
same way ESXi hosts do. When the backup to disk is initiated, the PowerMax Plug-in is called to create a
snapshot of the source device(s), create a snapshot of the source device(s), target devices and the link
between them. These target devices are then placed in the “VEEAM_” storage group that was previously
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configured* for the proxy host in question. This presents the target devices to the backup proxy where they
can be read by Veeam for the disk backup. Note that Veeam is able to read the device on the host directly,
without the aid of a vCenter or ESXi host. This proprietary method avoids having to mount the target devices

as datastores.

As mentioned previously, Veeam creates a VMware backup and file proxy automatically on the Veeam
software server. It may be possible to use the default VMware backup it creates if that host is attached to
PowerMax through Fibre Channel or iSCSI; however, Dell recommends creating a separate backup proxy for

disk backups facilitated with a snapshot.

In the following example, a VM is used which has iSCSI access to one of the PowerMax arrays. Be sure that
the initiator group contains the Veeam IQN as explained in the section Host setup for use as proxy.

Like the backup repository, start the wizard from the Backup Infrastructure screen. Right-click on the
Backup proxies in the left-hand panel and select Add VMware backup proxy... as shown in Figure 43.

Ex LTI Backup Proxy

E
Add
Proxy

Manage Proxy Upgrade
Backup Infrastructure Q Type
{ Backup Proxies Name Type
£ Backup Repositories  |[=*  Add proxy... ‘ [ Backup Proxy Agent

4, External Repositories B VMware Backup Proxy VMware
=# Scale-out Repositories

&» WAN Accelerators

() Service Providers

(1 SureBackup

(Z) Managed Servers

Home

»

m

W |nventon
W Inventory

i

‘15? Backup Infrastructure

!f_:j‘; Storage Infrastructure

@ Dl B

Veeam Backup and Replication

T &
Host

dsib2117
dsib2117

- 0 %
P

Veeam Al

Online Assistant

Description

Created by Veeam Backup & Replication
Created by Veeam Backup & Replication

Figure 43. Add backup proxy — Step 1

Select VMware backup proxy in Figure 44.

4 See Export hosts for instructions on creating the necessary storage group and masking view for the backup proxy. The procedure is

the same as for an ESXi host.
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Veeam Backup and Replication

Backup Proxy

= | I

Add 75 it i,' ble ::w ove Pg x Veeam Al
Proxy Proxy Pro ox ox Add Backup Proxy
Manage Proxy Upgrade Select a type of backup proxy you want to add. Enineces Sht

Backup Infrastructure

H Backup Proxies lj General-purpose backup proxy

Backup Repositories El Adds a backup proxy for agent-based backups of NAS, filers, file shares and off-host backups of physical servers, plication

—a External Repositories plication

53 Scale-out Repositories VMware backup proxy

£» WAN Accelerators %

- Adds a backup proxy for agentless VMware vSphere VM backups.
-\ Service Providers

4 (4 SureBackup
5 Application Groups g VMware CDP proxy
b Virtual Labs Adds a CDP proxy for agentless streaming VMware vSphere VM replication.
4 (£ Managed Servers
4 5 YWMware vSphere
4 7 vCenter Servers
:Fﬁ dsib2226.drm.lab.emc.com

=i« Microsoft Windows

/n\ Home

=]
@E Inventory

Cancel

(‘fg’? Backup Infrastructure

orage Infrastructure

“‘s: St

@ il L 2

Figure 44. Add VMware backup proxy — Step 2

In Step 3, select Add New... next to the Choose server field in Figure 45.
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New VMware Proxy X

Server
Choose a server for VMware backup proxy. You can choose between any Microsoft Windows or Linux servers added to the
Managed Servers which are not assigned a VMware backup proxy role already.

dsib2117 (Backup server) v | Add New...
Traffic Rules
Proxy description:

Review Created by DSIB2117\Administrator at 6/6/2024 1:34 PM.

Apply

Summary

Transport mode:

\Automatic selection ] Choose...

Connected datastores:

‘Automatic detection (recommended) ‘ Choose...

Max concurrent tasks:
8 -

-

Figure 45. Veeam backup server — Step 3

In Step 4, select the operating system of the host that's being added, as shown in Figure 46. Note that Veeam
does not require the user to designate that the server is physical or virtual, only that the OS is pertinent. This
example uses Microsoft Windows.

Add Server x

Select the type of a server you want to add to your backup infrastructure. All already registered servers can be
found under the Managed Servers node on the Backup Infrastructure tab.

E Microsoft Windows
=1
|

Adds a Microsoft Windows server to the inventory.

E{\ Linux

Adds a Linux server to the inventory.

Cancel

Figure 46. Add backup proxy: Step 4
Supply a DNS or IP in Step 5 as shown in Figure 47.
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New Windows Server X

Name
E-- Specify DNS name or IP address of Microsoft Windows server.
—

10228244127
Credentials

Description:
Review Windows Proxy
Apply
Summary

< Previous Next > Finish Cancel

Figure 47. Add backup proxy: Step 5

For credentials, this environment does not use a domain. So, choose Add in Step 6 and then supply the local
administrator credentials as shown in Figure 48.

Credentials
E-- Specify server credentials,
—
Name Select an account with local administrator privileges on the server you are adding. Use DOMAIN\USER
. 1 administrator ‘ Browse... Zl Add..
Review ~ kcounts
[.ooto.oool n l
Apply
Description:
Summary
administrator
Click Ports to customize network ports to be used by individual components. Ports...
< Previous Next > Finish Cancel

Figure 48. Add backup proxy: Steps 6
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Veeam will automatically determine the necessary components in Step 7 which then are applied as shown in
Figure 49.

New Windows Server X

Review
E-- Please review your settings and click Apply to continue.
—

Due to these modifications the following cemponents will be installed or removed cn the target host:

Name

Component name Status
Credentials Transport will be installed
Apply
Summary

After you click Apply missing components will be installed on the target host.

< Previous Apply nis Cancel

Figure 49. Add backup proxy: Step 6

Veeam outputs the result of the component installation(s) in Step 7 as shown in Figure 50, before providing a
summary in Figure 51.
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New Windows Server X
E Apply
— 1 | Please wait while required operations are being performed. This may take a few minutes...
—u
Name Message Duration
T ) Package VeeamGuestAgent x64.msi has been uploaded B
) Package VeeamLogBackupService_x86.msi has been uploaded
Review ) Package VeeamLogBackupService_x64.msi has been uploaded
_ () Package VeeamSQLService.msi has been uploaded
© Installing package Transport 0:00:09
Summary & Deleting temporary folder
€2 Registering client dsib2117 for package Transport
& Discovering installed packages
(2 All required packages have been successfully installed
(v] Creating database records for server
) Detecting server configuration
) Creating configuration database records for installed packages
@ Collecting disks and volumes info 0:00:04
&£ Microsoft Windows server saved successfully
| <Previous [ Next> || Finish Cancel
Figure 50. Add backup proxy: Step 7
New Windows Server X

Summary
==- You can copy the configuration information below for future reference.
E

Name Summary:
Microsoft Windows server '10.228.244.127" was successfully saved.
Credentials QS version: Microsoft Windows Server 2022 Datacenter Evaluation 64-bit (10.0.20348 build:20348).
User: administrator
Review Hardware info:
Chassis type: Virtual (VMware)
Apply Cores count: 4
Components:

Transport using port 6162

< Previous Next >

Cancel

Figure 51. Add backup proxy: Summary
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6 Adding PowerMax storage in Veeam

The PowerMax Plug-in executes commands through the REST API provided by Unisphere. Adding new
PowerMax storage, therefore, involves providing the IP address of Unisphere and storage administrator
credentials. The following walks through the wizard.

Note: The terms “volumes” and “devices” will be used interchangeably when discussing storage with Veeam.
They both refer to a thin device on the PowerMax array.

Begin by opening up the Veeam Console. Navigate to Storage Infrastructure option in the left-hand panel.
Then select Add Storage on the right-hand side as shown in Figure 52.

Veeam Backup and Replication

Storage
= {
Add Veeam Al
Storage St
Manage Storage Actians Online Assistant
Storage Infrastructure ~
E‘i- Add Storage
(% Storage Infrastructure W= \eeam Backup & Replication integrates with leading primary storage arrays to enable backup and restore of individual
- machines, individual disks, file shares, guest files and application items from storage snapshots of production VMFS, NFS
and CIFS volumes and their replicas. The Universal Storage API allows qualified storage vendors to easily create fully
supported plug-in for any storage model.
To start using this functionality, register your storage by dicking this text. If you don't see your storage in the list, please
check with your vendor for available plug-in.
== Take a Snapshot
_ Set up periodic storage-based snapshots of your VMFS or NFS datastores using the storage management console, This
will provide you with additional frequent restore points enabling low-RPO recovery from the most common disaster
scenarios, such as a user error, with little to no impact on your production environment.
For evaluation purposes, you can create an ad hoc storage snapshot by selecting the desired LUN in the Storage
Infrastructure tree, and clicking the corresponding button in the ribbon
/ﬁ\ Home N Restore
E=I To perform restore from a storage snapshot, browse to the desired snapshot in the Storage Infrastructure tab and select
%‘! Tventon the VM to restore. You can restore the entire VM, individual virtual disks, guest files or Microsoft Active Directory
0 : Microsoft Exchange, Microsoft SharePoint, Microsoft SQL Server, Oracle and PostgreSQL application items.
‘faq Backup Infrastructure Keep in mind that storage snapshots are not backups as they would be lost along with production data in the event of
= a storage disaster, You should never rely solely on storage-level snapshots for data protection. To ensure protection
\f.—_f: Sioisge Infitrachiie igamslt all types of disasters, be sure to perform real backup of all VMs to a dedicated backup storage and follow the 3-
2 2-1 rule.
@& Ol e 2 e

Connected to: localhost Build: 12.1.2.172 Enterprise Plus Edition Evaluation: 30 days remaining

Figure 52. Adding PowerMax storage: Step 1

The different Plug-ins are displayed in the next screen as shown in Figure 53. Select Dell Technologies.
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Add Storage

Select a vendor of your primary storage system. You can see and manage all already registered storage systems
on the Storage Infrastructure tab.

m Cisco HyperFlex

Adds Cisco HyperFlex systems (HX-5eries).

Dell Technologies
Adds Dell PowerScale (formerly Isilon), Dell PowerMax, Dell PowerStore, Dell SC Series or Dell Unity storage array.

3 Hewlett Packard Enterprise
Adds HPE Alletra, HPE Primera, HPE Nimble, HPE XP or HPE StoreVirtual storage.

= IBM Spectrum Virtualize
k") Adds IBM FlashSystem (Storwize), IBM SAN Volume Controller (SVC), and systems based on IBM Spectrum
Virtualize software, including IBM/Cisco VersaStack,

n.
Adds NetApp ONTAP or NetApp Element (SolidFire) storage.

Lenovo
Adds Lenovo Storage V Series and Lenovo ThinkSystem DM Series storage systems,

Cancel

Figure 53. Adding PowerMax storage: Step 2

In Step 3 in Figure 54 select Dell PowerMax.
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@ Add Dell storage

Select your Dell storage model.

Dell PowerMax

DAL
Adds Dell PowerMax storage. Fibre Channel (FC) and iSCSI connectivity is supported.
pewy  Dell PowerScale
Adds Dell PowerScale (formerly Isilon) storage, NAS backup integration supports SMB and NFS protocols.
per  Dell PowerStore
Adds Dell PowerStore storage. Fibre Channel (FC) and iSCSI connectivity is supported.
pewr  Dell SC Series
Adds Dell 5C Series storage. Fibre Channel (FC) and iSCS| connectivity is supported.
e, Dell Unity (VNX)
Adds Dell Unity XT/Unity, VNXe, VNX (block), VNX (file) storage. Fibre Channel (FC), iSCSI and NFS connectivity is
supported.

Cancel

Figure 54. Adding PowerMax storage: Step 3

In Figure 55, specify the IP or hostname for the Unisphere for PowerMax environment. This contains the
REST 10 API that the PowerMax Plug-in will call. The Unisphere environment can either be the embedded
installation or an external implementation but must meet the minimum version requirement. Note that the
PowerMax Plug-in will discover only local arrays, but not remote ones. Be sure the proper Role check box is
selected for VMware vSphere.

Note: The PowerMax Plug-in does not prevent the user from adding a secondary Unisphere for PowerMax
environment that manages the same local array. Adding a second environment, however, is not
recommended.
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New Dell PowerMax Storage X

Name
M—L Register Dell PowerMax storage by specifying its DNS name or IP address.
BcNologES

[10.228.246.28
Credentials

Description:
VMware vSphere Unisphere 10.1
Apply
Summary Role

Block or file storage for VMware vSphere
[] Block storage for Microsoft Windows servers

Figure 55. Adding PowerMax storage: Step 4

Next, add credentials for Unisphere, as shown in Figure 56. The user must have storage administrator
privilege. This example uses the default of smec.

Credentials
M.L Specify account with storage administrator privileges.
echnologes

Name Credentials:
ounts
VMware vSphere E [ Ism( I Browse..
Apply = k Password: |ln |
Sumnmary Description:

smc user

< Previous Mext > Finis Cancel

Figure 56. Adding PowerMax storage: Steps 5
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At this point, with the addition of the credentials, Veeam will save the storage in the database. This means
that even if cancel is chosen here, the Unisphere instance will be added with the default settings for the
remainder of the screens. It can be edited to make changes, however.

Credentials
ML Specify account with storage administrator privileges.

Name Credentials:
. 4 smc (smc user, last edited: 7 days ago) v Add...
Credentials
Manage accounts
VMware vSphere Port: 8443 =

Apply

Please wait

Summary

= Saving storage to configuration...

< Previous Cancel

Figure 57. Saving PowerMax configuration — Step 6

In Step 7 in Figure 58, change the options as needed for the chosen environment. Generally, the only
necessary change here is which protocol to use. The PowerMax Plug-in supports both Fibre Channel and
iSCSI. Both can be used, though most customers will only use one protocol. If an export host has a masking
view for Fibre Channel and iSCSI, and both boxes are checked, there is no way to control which masking
view Veeam will use. Note that NFS is grayed-out.
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New Dell PowerMax Storage

VMware vSphere

Name
Credentials
VMware vSphere
Apply

Summary

Protocol to use:
Fibre Channel (FC)
iSCsl

Volumes to scan:

All volumes

WLL Specify how this storage can be accessed by VMware vSphere backup jobs.

Choose...

Backup proxies to use:

Automatic selection

Mount server:
dsib2117 (Backup server)

< Previous

| Choose...

v Add New...

Apply Cancel

Figure 58. Adding PowerMax Storage: Step 7

By default, the PowerMax Plug-in discovers all devices on all local arrays. If that is desired, no further action
is required; simply select Apply or Finish. Veeam will do an initial discovery of all the devices on the array as
shown in Figure 59Figure 60, whether or not they are currently host-accessible, regardless of the protocol(s)
chosen and regardless of whether they’re associated with a snapshot or not. Devices are displayed in the
format <array_id>:<device_id>:<identifier>. In addition, if a snapshot exists and a viable backup proxy host
is configured as shown in Figure 58, Veeam will attempt to mount the snapshot (with a temporary snapshot
target device) and record the VMs if any exist. In Figure 60Figure 59, the red box highlights that Veeam
discovered a viable backup proxy and will be able to mount devices. Note both the successes and failures in

the log messages.
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System
Name: Storage discovery Status: In progress
Action type:  Storage Rescan Start time:  6/14/2024 10:18:22 AM

Initiated by:  DSIB2117\Administrator

Log

Message

€2 LUN 000120001473:00156:6626b0d7ed 1918 7a96026048200205_BN_UC from volume 000120001473:00156:6626b0d 7ed...
2 LUN 000120001473:00157 from volume 000120001473:00157 is not a VMFS LUN, or the corresponding VMware host is ...
€ LUN 000120001473:00154 from volume 000120001473:00154 is not a VMFS LUN, or the corresponding VMware host is ...
£ LUN 000120001473:00155:6616a53f35825fb01¢a8026048200205_GL_C from volume 000120001473:00155:6616a53f35825f...
) LUN 000120001473:00158 from volume 000120001473:00158 is not a VMFS LUN, or the corresponding VMware host i ...
£ LUN 000120001473:00159 from volume 000120001473:00159 is not a VMFS LUN, or the corresponding VMware haost is ...
€2 LUN 000120001473:00152 from volume 000120001473:00152 is not a VMFS LUN, or the corresponding VMware host is ...
€2 LUN 000120001473:00153 from volume 000120001473:00153 is not a VMFS LUN, or the corresponding VMware host is ...
£ LUN 000120001473:00150 from volume 000120001473:00150 is not a VMFS LUN, or the corresponding VMware host is ...
2 LUN 000120001473:0014E from volume 000120001473:0014E is not a VMFS LUN, or the corresponding VMware host is ...
(£ LUN 000120001473:0014F from volume 000120001473:0014F is not a VMFS LUN, or the corresponding VMware host is ...
(£ LUN 000120001473:0014C from volume 000120001473:0014C is not a VMFS LUN, or the corresponding VMware host is ...
) LUN 000120001473:0014D:65cc 312447 cdf d59ba20026048200205_OM_UC from volume 000120001473:0014D:65cc312447...
2 LUN 000120001473:0017F from volume 000120001473:0017F is not a VMFS LUN, or the corresponding VMware host is ...
(2 LUN 000120001473:00123 from velume 000120001473:00123 is not a VMFS LUN, or the corresponding VMware host is ...
2 LUN 000120001473:00124 from volume 000120001473:00124 is not a VMFS LUN, or the corresponding VMware host is ...
2 LUN 000120001473:00121 from volume 000120001473:00121 is not a VMFS LUN, or the corresponding VMware host is ...
2 LUN 000120001473:00001 from volume 000120001473:00001 is not a VMFS LUN, or the corresponding VMware host is ...
£ LUN 000120001473:00122 from volume 000120001473:00122 is not a VMFS LUN, or the corresponding VMware host is ...
£ LUN 000120001473:00127 from volume 000120001473:00127 is net a VMFS LUN, or the corresponding VMware host is ..
2 LUN 000120001473:00128 from volume 000120001473:00128 is datastore ALL_HOSTS_2 on host dsib2226.drm.lab.emc.c...
2 LUN 000120001473:00125 from velume 000120001473:00125 is not a VMFS LUN, or the corresponding VMware host is ...
2 LUN 000120001473:00126 from volume 000120001473:00126 is not a VMFS LUN, or the corresponding VMware host is ...
£ LUN 000120001473:00120 from volume 000120001473:00120 is not a VMFS LUN, or the corresponding VMware host is ...
€ Failed to obtain list of VMs on LUN DailyDefault (00:12:21 Fri, 14 Jun 2024 +0000) from snapshot DailyDefault (00:12:21 ...
0 Failed to obtain list of VMs on LUN DailyDefault (00:12:16 Thu, 13 Jun 2024 +0000) from snapshot DailyDefault (00:12:1...
€ Failed to obtain list of VMs on LUN DailyDefault (00:12:20 Wed, 12 Jun 2024 +0000) from snapshot DailyDefault (00:12:...

Duration ™

v

Figure 59. Veeam array discovery - Complete

Note: Veeam will not discover virtual volumes (vVols) because they are not supported and cannot be

manipulated by the REST API.
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Storage

Storage Storage Storage
Manage Storage Actions

Storage Infrastructure

4 _|Z: Storage Infrastructure A
4 U Dell PowerMax
4 W 10.228.246.28

£ 000120001473:00001
£ 000120001473:00101
£ 000120001473:00102
£ 000120001473:00103
£ 000120001473:00104
£ 000120001473:00105
£ 000120001473:00106
£ 000120001473:00107
£ 000120001473:00108
£ 000120001473:0010€

£ 000120001473:0010F v
< >

/n\ Home
[%i Inventory
"fE? Backup Infrastructure

Storage Infrastructure

“?@l @ ||I] [L° b4

Figure 60. Storage discovery

6.1 Connection options

6.1.1 Edit storage

If a change to the protocol in use, Fibre Channel or iSCSI, is required, navigate to Storage Infrastructure
and expand the Dell PowerMax icon to reveal registered Unisphere for PowerMax environments. Right-click
on an instance and select Edit storage....
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14
£a)

m
“

Home Storage

[— I8 x [T
- i
w4 =

Edit Remove Rescan

e Storage Storage
Manage Storage Actions

Storage Infrastructure

4 (Z: Storage Infrastructure
4 ™ Dell PowerMax
4 @ 10.228.246.
£ 0001200
£ o001200( =* Remove storage
£ 0001200{ =  Rescan storage

£ 000120001473:00103

% 000120001473:00104

£ 000120001473:00105

£ 000120001473:00106

g 000120001473:00107

£ 000120001473:00108

£ 000120001473:00109

B 000120001473:00104

Figure 61. Edit storage to add protocol: Step 1

=+ Edit storage...

Click on the VMware vSphere selection on the left-hand side. In Step 2, the box for iISCSI is not checked.
Check the box and select Apply as shown in Figure 62.

Edit Dell PowerMax Storage

VMware vSphere
ML Specify how this storage can be accessed by VMware vSphere backup jobs.

Technologies

Name Protocol to use:
Fibre Channel (FC)

Credentials [1i5CS| emmmmlpy

Volumes to scan:

Apply [All volumes | choose..
Summary Backup proxies to use:
‘Automatic selection | Choose...
Mount server:
dsib2117 (Backup server) v | | Add New...

< Previous Apply Finish Cancel

Figure 62. Add iSCSI protocol: Step 2

New changes are saved. Click Finish in Figure 63 to complete with a new storage discovery.
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6.1.2

53

Edit Dell PowerMax Storage

Apply

Technologes

M.L Please wait while required operations are being performed. This may take a few minutes...

Name Message Duration
) 1 i T

Crstentals - St-amng |.r|fra.5tructure item update process 0:00:02
./ Discovering installed packages

VMware vSphere (. Registering client dsib2117 for package Transport
{7 Registering client dsib2117 for package Mount Server

_ () Discovering installed packages

(.4 All required packages have been successfully installed

Summary ./ Detecting server configuration
() Creating configuration database records for installed packages
() Creating database records for storage

Figure 63. Add iSCSI protocol: Finish

Backup proxy

Once a backup proxy is set up, if it will be the sole proxy used with PowerMax or a particular Unisphere
instance, it is a best practice to update the PowerMax Plug-in to use it. To do this, navigate to Storage
Infrastructure and expand the Unisphere instance. Right-click on the instance and select Edit storage... as

shown in Figure 64.

Storage

— x [
Al

- —
dd Edit Remove Rescan

Storage Storage Storage
Manage Storage Actions

Storage Infrastructure

4 (Z: Storage Infrastructure
4 % Dell PowerMax

4 102282467 ———
) 0001200(= . s

§ 0001200 :=x Remove storage

8 0001200 “S  Rescan storage
£} 000120001473:00103
£ 000120001473:00104
£} 000120001473:00105
£ 000120001473:00106
£ 000120001473:00107
£ 000120001473:00108
£ 000120001473:00109
£ 000120001473:0010A

Figure 64. Update backup proxy for PowerMax: Step 1
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In Step 2 select VMware vSphere in the left-hand menu. Next click Choose next to Backup proxies to use
and select the backup proxy desired. In this example, dsib0127.drm.lab.emc.com is chosen as it will be
used in the next section with disk backups. Then select finish as shown in Figure 65.

Edit Dell PowerMax Storage X

VMware vSphere
ML Specify how this storage can be accessed by VMware vSphere backup jobs.

Protocol to use:

Name
Fibre Channel (FC)
Credentials iSCsl
VMware vSphere
Volumes to scan:
Apply IRescan all volumes except selected ‘ Choose...
Summary Backup proxies to use:
[10228.242.127 | choose... ||
Mount server:
dsib2117 (Backup server) v | Add New...
Backup Proxy X

Choose backup proxy servers for this job. For redundancy, we recommend to
select at least two proxies. When multiple proxies are available, selection will be
performed on per-VM basis, taking into account proxy connectivity and current
load.

(O Automatic selection

The job will automatically select the most suitable backup proxy server from all

available backup proxy servers.
Finish Cancel

(® Use the selected backup proxy servers only

The job will automatically select the most suitable backup proxy server from the
following list of proxy servers.

Name Select All

10.228.244.127

Clear All
[] VMware Backup Proxy

Figure 65. Update backup proxy for PowerMax: Steps 2

Veeam will then run a rescan on all the devices as shown in Figure 66. Note that if a snapshot cannot be
exported to the backup proxy (dsib0127.drm.lab.emc.com), it will show a white ‘x in a red box, while a
success will show a white check mark in a green box.
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6.2

6.2.1

55

System
Name: Storage discovery Status: In progress
Action type:  Storage Rescan Start time:  6/14/2024 9:44:41 AM
Initiated by:  DSIB2117\Administrator
Log
Message Duration

LUN 000120001473:00124 from volume 000120001473:00124 is not a VMFS LUN, or the corresponding ...
LUN 000120001473:00121 from volume 000120001473:00121 is not a VMFS LUN, or the corresponding ...
LUN 000120001473:00001 from volume 000120001473:00001 is not a VMFS LUN, or the corresponding ...
LUN 000120001473:00122 from volume 000120001473:00122 is not a VMFS LUN, or the corresponding ...
LUN 000120001473:00127 from volume 000120001473:00127 is not a VMFS LUN, or the corresponding ...
LUN 000120001473:00128 from volume 000120001473:00128 is datastore ALL_HOSTS_2 on host dsib22...
LUN 000120001473:00125 from volume 000120001473:00125 is not a VMFS LUN, or the corresponding ...
LUN 000120001473:00126 from volume 000120001473:00126 is not a VMFS LUN, or the corresponding ...
LUN 000120001473:00120 from volume 000120001473:00120 is not a VMFS LUN, or the corresponding ...
LUN 000120001473:0017F from volume 000120001473:0017F is not a VMFS LUN, or the corresponding ...
0 Failed to obtain list of VMs on LUN DailyDefault (00:12:18 Sun, 02 Jun 2024 +0000) from snapshot Dail...
O Failed to obtain list of VMs on LUN DailyDefault (00:12:23 Sat, 01 Jun 2024 +0000) from snapshot Daily...
LUN 000120001473:0011C from volume 000120001473:0011C is not a VMFS LUN, or the corresponding...
€ Failed to obtain list of VMs on LUN DailyDefault (00:12:22 Fri, 14 Jun 2024 +0000) from snapshot Daily...

v

Close

Figure 66. Update backup proxy for PowerMax: Scan

Filtering PowerMax arrays and/or volumes from Veeam

If there are multiple local arrays in the Unisphere environment but not all are necessary or required, it is
possible to limit the arrays and/or specific volumes. There are two different ways to achieve this: Through the
Veeam GUI or the PowerMax Plug-in.

Veeam GUI

It is possible to change what arrays or volumes Veeam can use for backup and restore, either during the
initial addition of the storage or by editing the existing storage. In this example, the filtering will be done during
the addition of the array. In Figure 58 from the section on Adding PowerMax storage in Veeam, there is a
Choose... button next to Volumes to scan: Select this in Step 1. The screen is repeated in Figure 67.
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Edit Dell PowerMax Storage X

VMware vSphere
ML Specify how this storage can be accessed by VMware vSphere backup jobs.

Protocol to use:

Name
Fibre Channel (FC)
Credentials isCsI
VMware vSphere
Volumes to scan:
Apply ‘AII volumes I Chgose...
Summary Backup proxies to use:

‘Automatic selection | Choose...

Mount server;
dsib2117 (Backup server) ~ | Add New...

< Previous Apply Einish Cancel

Figure 67. Filter arrays/volumes: Step 1

In the screen that pops-up, options are available for volume inclusion or exclusion. This example will
demonstrate excluding volumes, but the process is exactly the same for including volumes as well. In Figure
68 change the radio button to All volumes except: and then select Add.... Then, two options are presented:
From infrastructure... or By wildcard.... Begin by selecting the infrastructure option.
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Edit Volumes

O All volumes

infrastructure rescan will be analyzed.

(® All volumes except:

Select storage volumes to analyze for the presence of newly added VMs.
Limiting the number of volumes reduces the storage load.

All VMFS and NFS volumes found during the periodic storage

X

Name

Add...

From infrastructure...

By wildcard...

Only the following volumes:

Name

oK

Cancel

Figure 68. Volumes for inclusion/exclusion: Step 2

In Step 3, expand the Unisphere for PowerMax server and select the devices for exclusion. In this example,
device 01 is selected. Select OK to return to the Edit Volumes screen.

Select Volumes

Volumes:

X

@

v mm 10.228.246.28
£ 000120001473:00001
£ 000120001473:00101
£ 000120001473:00102
B 000120001473:00103
£ 000120001473:00104
£ 000120001473:00105
£ 000120001473:00106
£ 000120001473:00107
£ 000120001473:00108
£ 000120001473:00109
£ 000120001473:0010A
£ 000120001473:00108
E 000120001473:0010C
£ 000120001473:0010D
£ 000120001473:0010E
£ 000120001473:0010F
£ 000120001473:00110

>

>

Q

Cancel

Edit Volumes

Select storage volumes to analyze for the presence of newly added VMs.
Limiting the number of volumes reduces the storage load.

O All volumes
All VMFS and NFS volumes found during the periodic storage
infrastructure rescan will be analyzed.

® All volumes exceph:

X

Name Add...
000120001473:00001 -
O Only the following volumes:
Name A
oK Cancel

Figure 69. Volumes for inclusion/exclusion: Steps 3
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Now select Add... once again but choose the wildcard option instead. In the pop-up box, enter in the wildcard
string to match for exclusion as shown in Figure 70. Note the entire array 000120001473 is excluded from the

search.
Edit Volumes X
Select storage volumes to analyze for the presence of newly added VMs.
Limiting the number of volumes reduces the storage load.
(O All volumes
All VMFS and NFS volumes found during the periodic storage
infrastructure rescan will be analyzed.
(® All volumes except:
Add Volume Name » Name Add...
000120001473:00001
Volume name to match: 000120001473*
000120001473*
Use * to represent any number of letters, and ?
for a single letter.
(O Only the following volumes:
Name
OK Cancel

Figure 70. Volumes for inclusion/exclusion: Steps 4-5

This process may be repeated for any additional volumes or arrays. It is not possible to both exclude and
include volumes or arrays. Only one option may be used.

6.2.2 PowerMax Plug-in option
In addition to the exclusion/inclusion in Veeam, the PowerMax Plug-in itself can remove an entire array from
Unisphere. This works in a similar manner to an option in Dell Solutions Enabler. The PowerMax Plug-in uses
a file called symavoid.txt which is stored in the PowerMax Plug-in directory (e.g., ...\Plugins\Storage\Dell
PowerMax) on the Veeam server. This text file should have a one-line entry for each array the user wants to
remove. In Figure 71, there are two PowerMax arrays listed, so both will be left out of discovery. Unlike in
Veeam filtering, individual devices cannot be filtered.
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6.2.2.1

6.2.2.2

6.3

59

| symavoid.bet - Notepad - O X
File Edit Format View Help
000197600358 A
000197608855
v
Windows (CRLF) Ln 13, Col 1 100%

Figure 71. symavoid.txt file

Differences
The following are differences between the two filtering options.

The Veeam GUI offers the ability to completely remove arrays and devices from any use by the
application, but filtering is performed after the REST API calls are made.

The symavoid.txt file has the benefit of filtering before the REST API calls are made but does not
offer the specificity of excluding or including individual volumes.

Recommendations
It is best to use the filtering features as they’re designed. Therefore, if the entire local array must be excluded,
use the symavoid.txt file. Otherwise, the Veeam GUI is the most efficient.

SRDF/Metro is a specific use case that has particular handling. Please see the section SRDF/Metro with
Veeam GUI filtering or symavoid.txt.

PowerMax storage volumes

As mentioned above, Veeam displays PowerMax volumes in the following format:
<array_id>:<device_id>:<identifier>. In Figure 72, volumes from array 000120001473 are listed. In a red
box is one of those volumes, which has a volume identifier assigned (veeam_tag).
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Storage

- o
—N x e
3 e
. 4 L=
Add Edit Remove Rescan
age Storage Storage
Manage Storage Actions

Storage Infrastructure

4 (% Storage Infrastructure A
4 2% Dell PowerMax
4 W 10.228.246.28
£ 000120001473:00001
£ 000120001473:00101:veeam_tag
£ 000120001473:00102
£ 000120001473:00103
£ 000120001473:00104
£ 000120001473:00105
£ 000120001473:00106
£ 000120001473:00107

Figure 72. Veeam storage format display

To see the field where Veeam pulls this information, open Unisphere for PowerMax and navigate to the
volumes screen under storage. In Figure 73, note the highlighted volume matches the one in Figure 72.
The field that stores “veeam_tag” is called volume identifier and can be assigned to any device.

DZALEMC | Unisphere for PowerMax > 000120001473 ~

@ Volumes
[m]=]
ol —_ .
@ Name Type Allocated % Capacity (GB) =
Masking Info 24
5§ [ oooo TDEV 0% 0.01 =
Storage Groups 1
&2 00107 veeam_ta TDEV 0% 0.01
U = U SRP 1
D 00102 TDEV 0% 0.01
FBA Front End Paths 2
00103 TDEV 0% 0.01
@ O RDF Info 0
D 00104 TDEV 0% 0.01
@ Volume Name 00101:veeam_tag
D 00105 TDEV 0% 0.01
Physical Name —
m D 00106 TDEV 0% 0.01
| Volume Identifier veeam_tag
D 00107 TDEV 0% 0.01

Figure 73. PowerMax volume format in Unisphere for PowerMax

6.3.1  Assign a volume identifier
To set a volume identifier on a volume, left-click on the three dots next to the garbage can (not displayed in
Figure 74). Select Set Volumes and then Identifier. Then add a new identifier name and click Run Now.
This name will now appear in Veeam and can be used as a tag to help Veeam users (e.g., a VM
administrator) choose the correct device to snapshot if, for example, it's not otherwise identified by a VMFS.
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6.3.2
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Set Volume Identifiers

Volume HP Identifier Name

Volume VMS Identifier Name

Figure 74. Setting volume identifier in Unisphere
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Create snapshot...

o
=

Rescan volume

Figure 75. Volume identifier in Veeam

Storage detail

Once set, right-click on the volume in Veeam and choose Rescan volume. The new identifier will appear as
shown in Figure 75.

In the storage detail, view right-hand panel shown in Figure 76. Veeam will list all existing snapshots for the
array devices. Unless filtering was employed, Veeam will list all array devices. However, Veeam does not
make any attempt to validate whether devices are in use by any registered VMware vCenter before
displaying, nor will it filter snapshots based on their use in Veeam. Veeam permits the use of existing
snapshots, regardless of whether or not they were initiated from within Veeam or through another Ul or CLI.
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Veeam Backup and Replication

Storage
=. x "=
= =
A Edit Remove Rescan
rage Storage Storage
Manage Storage Actions
Storage Infrastructure 5]- Typ an object name to search for
4 (% Storage Infrastructure A | Name B Reported Size Snapshots Count
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‘fgﬂ Backup Infrastructure £ 000120001672:00129 6MB 0
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(%= Storage Infrastructure £ 000120001672:00127 6MB 0
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@ (@l (& 2 5 000120001672:00125 178 0

Q

Last Snapshot

<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
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<no snapshots>
<no snapshots>
<no snapshots>
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<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>
<no snapshots>

Figure 76. Veeam storage volume detail

To view the snapshot detail as shown in Figure 77, select the arrow next to one of the volumes in the left-
hand panel. In this example, the snapshots are actually system-generated by a snapshot policy in Unisphere.
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6.3.3
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Figure 77. Snapshot detail in Veeam

Manual snapshots
From the Veeam console, the user can execute crash-consistent manual snapshots. These snapshots, if
executed on devices with VMFS, are then available for recovery with Veeam. Like Solutions Enabler, Veeam
has the advantage of being able to take snapshots of individual devices, which is not available within
Unisphere for PowerMax.

To take a snapshot, highlight the desired device and right-click. Select Create snapshot... in Step1 in Figure

78.
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Volume
Femed %:-
g Rz
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Create ete Rescan
Snapshot
Manage Volume Actions
Storage Infrastructure l:’_'l—‘—" Typeina
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4 (%' Storage Infrastructure A

4 P Del| PowerMax
4 [WW 10.228.246.28
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t— 000120001473:00102:Veeam_Identif
g 000120001473:00103
g 000120001473:00104
£ 000120001473:00105
Figure 78. Creating a manual snapshot: Step 1

“S  Rescanvolume

In Step 2, Figure 79 type in a snapshot name. The snapshot description is optional because PowerMax
will not store the information. However, Veeam will keep this information in the history which is available as

shown in Figure 82.

New Storage Snapshot X
Volume name: lDD(H 20001473:00101:veeam_tag ‘
Snapshot name: lVeeam_Test_Snapshot ‘

Snapshot description: ‘Veearn_Test }
Cancel

Figure 79. Creating a manual snapshot: Step 2

Note that there cannot be spaces in the snapshot name, or the following error will be generated, as shown in
Figure 80.
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Veeam Backup and Replication X

Invalid character(s) in name; use only alphanumerics with
embedded dashes or underlines.

Figure 80. Snapshot naming error

Step 3, Figure 81 is the result of the creation. The snapshot job succeeded and is listed in the left-hand panel
as “Veeam_Test _Snapshot”. Note that in this example, the device is not used in the VMware environment,
however the user can still take a snapshot of it.

Storage snapshot X
Name: Create storage snapshot Status: Success
Action type:  Storage Snapshot Creation Starttime:  6/14/2024 12:40:47 PM
Initiated by:  DSIB2117\Administrator End time:  6/14/2024 12:41:06 PM

Parameters Log

Message Duration
Sending request to create storage snapshot Veeam_Test_Snapshot 0:00:02
Storage snapshot created successfully, and will now be scanned for content
LUN 000120001473:00101:veeam_tag configuration refresh completed successfully
LUN 000120001473:00101 from volume 000120001473:00101:veeam_tag is not a VMFS LUN, or the corresponding ...  0:00:04

O Failed to obtain list of VMs on LUN Veeam_Test_Snapshot (19:40:15 Fri, 14 Jun 2024 +0000) from snapshot Veeam... 0:00:07
Volume 000120001473:00101:veeam_tag rescan completed
Storage snapshot is ready for restore operations
Job finished at 6/14/2024 12:41:06 PM

Close

Figure 81. Creating a manual snapshot: Step 3

In order to see the description that’s provided in Figure 79 when the snapshot was taken, navigate to the
history screen. Under jobs > storage snapshots, find the create storage snapshot job name. Because a
manual snapshot is not executed through the job wizard, there is no unique job name. Each manual snapshot
is listed as a create storage snapshot. Right-click on the job and select statistics. Under the Parameters tab
are the details of the snapshot creation, including the highlighted description.
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Veeam Backup and Replication

Session
Jdh
Statistics
Actions Details
History Q’g-; n an object name to search fo
lis5 Jobs Job Name
& Backup [+ Create storage snapshot T
Stop sessio
Storage Snapshots
Restore Storage snapshot il Statistics X
W instantecovery Name: Create storage snapshot Status: Success
Lz Systs
o Ny"slem Detect Action type:  Storage Snapshot Creation Start time:  6/14/2024 12:40:47 PM
L Malware Detection
o Initiated by:  DSIB2117\Administrator Endtime:  6/14/2024 12:41:06 PM

Veeam Test

Veeam_Test_Snapshot

0101:veeam_tag

/n\ Home

ii Inventory

"E"j Backup Infrastructure

"4‘5: Storage Infrastructure

B0

Figure 82. Snapshot history

6.4 Snapshot deletion

In addition to taking snapshots, it is possible to delete snapshots in Veeam.

Note: Since Veeam displays all snapshots for all devices, whether or not they are in use by VMware or
Veeam, it is entirely possible to delete a snapshot on a device that is used elsewhere in a customer
environment. Users should therefore take care before manually removing snapshots.

For this example, navigate to Storage Infrastructure and locate the device that contains the snapshot the
user wishes to delete. Expand the device and highlight the snapshot. Right-click and select Delete
snapshot..., to confirm the selection. Steps 1 is displayed in Figure 83.
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Veeam Backup and Replication

Delete
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4 (@8 10.228.246.28
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0001200014?3:001OZ:Veeam_ldentifier_Te]x Delete snapshot |
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Figure 83. Manual snapshot deletion: Step 1

Veeam will display the log file as the snapshot is deleted. The process shown in Figure 84 takes seconds.
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*_ Removing snapshot...

Storage snapshot X
Name: Delete storage snapshot Status: Success
Action type:  Storage Snapshot Removal Start time:  6/14/2024 12:48:43 PM
Initiated by:  DSIB2117\Administrator End time:  6/14/2024 12:48:49 PM

Parameters Log

Message Duration
Preparing to delete snapshots
Storage snapshot Veeam_Test_Snapshot (19:40:15 Fri, 14 Jun 2024 +0000) has been...  0:00:02
Finished processing for all snapshots
Job finished at 6/14/2024 12:48:49 PM

Figure 84. Manual snapshot deletion: Step 2

6.4.1 Linked snapshots
If a snapshot is currently linked to any target devices, deletion will fail. It is not possible to force an unlink first.
In the following example, an attempt is made to delete one of the snapshots for device 50 on array
000197600450. The task then fails as shown in Figure 85, with Veeam passing along the error message that
the snapshot has a linked target, even providing the linked target device (170).
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Storage snapshot X
Name: Delete storage snapshot Status: Failed
Action type:  Storage Snapshot Removal Start time:  5/20/2021 3:31:27 PM
Initiated by:  DSIB2012\Administrator End time:  5/20/2021 3:31:30 PM

Parameters LogQ

Message Duration

Preparing to delete snapshot

Finished processing for all snapshots

Close

Figure 85. Snapshot deletion failure

The link can be confirmed either in Unisphere for PowerMax or with Solutions Enabler. Shown in Figure 86 is
the Solutions Enabler output where the linked target for the snapshot in question is shown for device 50.
Notice that there are actually two linked targets for device 50, but only one is for the snapshot that is being
deleted.

g’c" root@dsib2017:~
2017 ~]# symsnapvx list —-f tmp.txt -«

File Name : tmp.txt
ymmetrix ID : 000197600450

Snapshot Name

SRA-SVX-05540 20210316175933
SRA-5VX-00411 20210310125040

. = No Failure
3 RDP Failu
Link Exi . No Link Exi
re Ac . = No Resto

Figure 86. Solution Enabler showing a linked snapshot
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Veeam and the PowerMax Plug-in support both Fibre Channel and iSCSI protocols. When taking a backup
that uses the snapshot process with the PowerMax Plug-in, there is no difference between Fibre Channel and
iISCSI. REST API calls are made to Unisphere over TCP/IP and the backup process appears the same in
Veeam for either Fibre Channel or iSCSI so it is unnecessary to show both. This example uses Fibre
Channel. As restore presents new devices over a particular protocol, both Fibre Channel and iSCSI will be
included.

Note: All snapshots taken with the PowerMax Plug-in are crash consistent. Note, however, that if a VM has
vmdks on more than one datastore, the PowerMax Plug-in will take separate snapshots of each device
backing the datastores so consistency is not maintained across the entire VM. To guarantee that type of
consistency, VM quiescing should be utilized. Veeam also integrates with applications like Oracle to ensure
database consistency. Application consistency is covered in the section Application consistency.

VMFS with FC/iSCSI

Note: Within Veeam, there are many navigation paths one can use to execute the same task. For example,
backing up a VM can be done from the backup infrastructure tab, the inventory tab, the home tab or from the
menu bar at the top of the console. All paths are valid, but this document will only show one of the paths when
explaining functionality. This is because any subsequent walkthrough wizards will always be the same.

From the banner menu, select Backup Job -> Virtual machine... as shown in Figure 87 to complete Step 1.
Eﬂ T Veeam Backup and Replication
34 Home Backup Proxy

LB T A0 m A L2 @

Backup Replication CDP Backup Copy SureBackup Restore Failover Import Export Security &

Job ~ Job~r Policy~ Copy Job~ Job b Plan ~  Backup Backup Compliance
é Virtual machine... Secondary Jobs Restore Actions
,;,‘;‘- Windows computer... Q FeEuiah chetd name o seandiva
GA Linux com New VM Backup Job
_ Creates a new VM backup job. oy e ’ 4
4,’:‘_1 Mac comp Name Type Host
*‘D\: Unix computer.. 5 10.228.244.127 VMware 10.228.244.127
fE Application : :& Backup Proxy Agent dsib2117
= VMware Backup Proxy  VMware dsib2117

& Object Storage...
Tﬂ File share...

44, SureBackup

%‘E.’? Managed Servers

P

Home

Inventory

(3]
i
lfga Backup Infrastructure
&

Storage Infrastructure

@ il L 2

Figure 87. Backing up a VM: Step 1
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In Step 2 provide a name for the backup job and a description if desired as shown in Figure 88. The backup
name is not only used to reference the job in Veeam but is also the name of the Windows folder where the log
files are stored on the host or VM where Veeam is installed.

New Backup Job X

Name

- m Type in a name and description for this backup job.

Name Name:
Backup_veeam_fc_vm
u achine
Description:

Storage Backup a VM attached through Fibre Channel
Gues essing
Schedule

ummarny

High priority

Backup infrastructure resources are offered to high priority jobs first. Use this option for jobs
sensitive to the start time, or jobs with strict RPO requirements.

Figure 88. Backing up a VM: Step 2

Like in Figure 89, use the Add... button in Step 3 to search for and add the VMs one wants to back up. If
multiple VMs are selected that span more than one datastore, whether on the same array or different arrays,
the PowerMax Plug-in will take separate snapshots of each device. In other words, placing multiple VMs in
the same backup job does not guarantee consistency across devices since more than one snapshot is taken.
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Storage
Guest Processing
Schedule

Summary

Virtual machines to backup:

New Backup Job X
Virtual Machines
- Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically
m changes as you add new VMs into the container.
Name Virtual machines to backup:
Storage
Guest Processing I
Schedule 4+
Summary s
Total size:
0B
< Previous Next > Fin Cancel
Add Objects X
Select objects: @ | E‘Eq Ej g ‘ &,0
5‘ dsib1232.drm.lab.emc.com
E—p‘ dsib1233.drm.lab.emc.com
E—;‘ dsib2186.drm.lab.emc.com
[y dsib2187.drm.lab.emc.com
(¥ dsib2188.drm.lab.emc.com
(5% dsib2189.drm.lab.emc.com
|5—)‘ dsib2190.drm.lab.emc.com
E—‘) dsib2191.drm.lab.emc.com
159 dsib2225.drm.lab.emc.com
Eﬁ‘ dsib2235.drm.lab.emc.com
" -
[ testing_veeam
(- :
id vidm-primary
=
[Jd vrava-primary
Cancel
New Backup Job X

Virtual Machines
- Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically
m changes as you add new VMs into the container.

Name Type Size
(93 testing_veeam Virtual machine 320GB
< Previous Next > Fin

| Add...

Remove
Exclusions...

+ Up
+ Down

Recalculate

Total size:
320GB

Cancel

Figure 89. Backing up a VM: Step 3
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Like in Figure 90, the Backup repository will default to Dell PowerMax Snapshot. Additional options are
available through the Advanced button.

New Backup Job X

! I ! Storage

- Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by
*m this job and customize advanced job settings if required.

e Backup proxy:

Automatic selection Choose...

Virtual Machines
Backup repository:

Storage Dell PowerMax Snapshot (Primary storage snapshot only) s

Guest Processing

Retention policy: | 7
Schedule

Summary

Advanced job settings include backup mode, compression and deduplication, block
size, notification settings, automated post-job activity and other settings.

< Previous Cancel

Figure 90. Backing up a VM: Step 4

Advanced...

Figure 91 shows the resulting screen when selecting the Advanced button in Step 4. There are three tabs for
different functions: notifications, vSphere and scripts.
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Advanced Settings X

Notifications | vSphere | Scripts

Send SNMP notifications for this job
[[] Send e-mail notifications to the following recipients:

in one r e e-mail aadresses separate

oK Cancel

Figure 91. Backing up a VM: Step 5

By default, the check box is not checked in Figure 92, but it's checked here to highlight the options that can
handle the Guest OS. This could be used to enable consistent backups of a Windows OS using the VSS
Provider. See the section Application consistency before for more detail.
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New Backup Job X
Guest Processing
- m Choose guest OS processing options available for running VMs.
Name Enable application-aware processing
Detects and prepares applications for consistent backup, performs transaction logs processing, and
Vietiol Machines configures the OS to perform required application restore steps upon first boot.
Customize application handling options for individual machines and applications  Applications...
Storage
Guest interaction proxy:
_ | Automatic selection | Choose...
Schedule Guest OS credentials:
‘ Select existing credentials or add new v | Add...
Summary
Manage accounts
Customize guest OS credentials for individual machines and operating systems Credentials...
Verify network connectivity and credentials for each machine included in the job Test Now
< Previous Next > Finish Cancel

Figure 92. Backing up a VM: Step 6

The final option is the ability to schedule the job for a future run with some error handling. The check box Run
the job automatically is not checked by default as shown in Figure 93.

New Backup Job X
Schedule
- m Specify the job scheduling options. If you do not set the schedule, the job will need to be controlled manually.
Name Run the job automatically
@) Daily at this time: 10:00PM 2 H Everyday " Days
Virtual Machines : >
O Monthly at this time: 3 Months...
Storage
< O Periodically every: Schedule..
Guest Processing
Retry failed items processing: times
Summary
Wait before each retry attempt for: minutes
Backup window

[] Terminate the job outside of the allowed backup window

Long running or accidentally started jobs will be terminated to prevent impact
on your production infrastructure during busy hours.

< Previous Apply Finish Cancel

Figure 93. Backing up a VM: Step 7
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The summary screen shown in Figure 94 provides information about the options for the backup. In addition, it
shows the user how to run the job through the CLI.

New Backup Job X
Summary
- m You have successfully created the new backup job.
M= Summary:
Configuration has been successfully saved.
Virtual Machines Name: Backup_veeam_fc_vm
Target Path: Dell PowerMax Storage
Storage Type: VMware Backup
Source items:
Guest Processing testing_veeam (dsib2226.drm.lab.emc.com)
Schedule PowerShell cmdlet for starting the job:

Get-VBRJob -Name “Backup_veeam_fc_vm" | Start-VBRJob

Run the job when | click Finish

< Previous lext

Figure 94. Backing up a VM : Step 8

The summary of the job run is shown in Figure 95.

@ Backup_veeam_fc_vm (Storage Snapshot)

Job progress: 100% 10of 1VMs
SUMMARY DATA STATUS
Duration: 00:18 Processed: ! Success: 1
Processing rate: Read: Warnings: 0
Bottleneck: /A Transferred: N/A Errors: 0
THROUGHPUT (ALL TIME)
Name Status Action Duration
(1 testing_veeam © Success () Job started at 6/14/2024 12:58:23 PM
2 Building list of machines to process 00:01
) Queued for processing at 6/14/2024 12:58:31 PM
) Required backup infrastructure resources have been assigned
2 All VMs have been prepared for storage snapshot 00:04
) Primary storage snapshots created successfully 00:04
) Job finished at 6/14/2024 12:58:42 PM
Hide Details oK

Figure 95. Backing up a VM: Summary
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Application consistency

Veeam relies on application consistency through VSS on Windows GuestOS or quiescing on other platforms.
Consistency is enabled as part of the backup job in the screen shown in Figure 96 (or like in Figure 92).
Check the box labeled Enable application-aware processing (unchecked by default) and then the
Applications... button.

New Backup Job X

Guest Processing
*‘ Choose guest OS processing options available for running VMs.

Name Enable application-aware processing
Detects and prepares applications for consistent backup, performs transaction logs processing, and
Virtual Machines configures the OS to perform required application restore steps upon first boot.
st Customize application handling options for individual machines and applications = Applications...
orage
Guest interaction proxy:
Guest Processing ‘Automatic selection ‘ Choose...
Schedule Guest OS credentials:
l v]| Add..
Summary
Manage accounts
Customize guest OS credentials for individual machines and operating systems Credentials...
Verify network connectivity and credentials for each machine included in the job Test Now
< Previous Cancel

Figure 96. Adding application consistency to a backup

In this backup job, two VMs were selected and one, dsib2016.Iss.emc.com, is a Linux (Ubuntu) OS. The
other, dsib2035.Iss.emc.com, is a Windows OS. Note that in Figure 97, Veeam starts with assuming both
VMs are Windows OSes.

Application-Aware Processing Options X

Specify application-aware processing settings for individual items:

Object VsS Transaction logs Scripts Add...
5‘dsib2016.|ss.emc.com Require success  S5QL: Truncate, Exchange: Tr..  No

[ dsib2035.lss.emc.com Require success  SQL: Truncate, Exchange: Tr..  No

Windows

< >

Figure 97. VMs for application consistency

Since VM dsib2035.Iss.emc.com is Windows, it will not be adjusted. There are options that can be changed,
but the default is sufficient for this setup. The other VM, dsib2016.Iss.emc.com, requires changes to enable
application consistency since it has a Linux OS. Again, in this one example, highlight the VM and select
Edit.... Then select the radio button to Disable application processing as shown in Figure 98.
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Processing Settings X

General sQL Oracle  Scripts

Applications
Application-aware processing detects and prepares applications for
consistent backup using application-specific methods, and configures
the OS to perform required application restore steps upon first boot.

® Require successful processing (recommended)
O Try application processing, but ignore failures
(O Disable application processing
Transaction logs
Choose whether this job should process transaction logs upon

successful backup. Logs pruning is supported for Microsoft Exchange,
Microsoft SQL Server and Oracle.

(® Process transaction logs with this job (recommended)
(O Perform copy only (lets another application use logs)

Cancel

Processing Settings X

General  Scripts

Applications
Application-aware processing detects and prepares applications for
consistent backup using application-specific methods, and configures
the OS to perform required application restore steps upon first boot.

(O Require successful processing (recommended)
(O Try application processing, but ignore failures
* (® Disable application processing

Transaction logs

Choose whether this job should process transaction logs upon
successful backup. Logs pruning is supported for Microsoft Exchange,
Microsoft SQL Server and Oracle.

Process transaction logs with this job (recommended)
Perform copy only (lets another application use logs)

Cancel

Figure 98. Disabling application processing

For this VM, a pre-script will be used to quiesce the application before the snapshot, then a post-script will be
used to take it out of quiesce. Select the Scripts tab as shown in Figure 99 and select the appropriate scripts

from the local backup server.

Processing Settings

General Scripts

Script processing mode
(® Require successful script execution
(O Ignore script execution failures
(O Disable script execution

Windows scripts
Pre-freeze script:

‘ Browse...

Post-thaw script:

] Browse...

Linux scripts
Pre-freeze script:

| C:\pre_freeze.sh

‘ Browse...

Post-thaw script:

|C:\.post_freeze.sh

] I Browse...

oK

Cancel

Figure 99. Pre- and post-thaw scripts

After selecting OK, the correct options appear as shown in Figure 100. The VMs will now be consistent when

they are backed up.
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Application-Aware Processing Options
Specify application-aware processing settings for individual items:
VSS Transaction logs

Disabled Copy only
SQL: Truncate, Exchange: Tr..  No

Object Scripts
E_‘pdsib?_m B.Iss.emc.com
E?dsinDBS.Iss.emc.com

Yes

Require success

>

<

Cancel

Figure 100. Processing options for each VM in a Veeam backup
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8 Restore

8.1 VMFS with Fibre Channel

For continuity, the backed-up VM in the previous section will be restored first. For the restore, navigate to the
Inventory on the left panel, highlight Virtual Infrastructure in the top left panel and select Restore in the
right panel as shown in Figure 101.

Veeam Backup and Replication

Home View

E
Add
Server

Manage Server

Online Assistant

Inventory

é{- Add Server
Before using Veeam Backup & Replication, you must register your protected data sources in the inventory. To start
this process, click the Add Server button in the ribbon (or just click this text).
For VMware vSphere protection, add a vCenter Server. You can also add ESXi hosts individually. Adding vCenter

A% Malware Detection
4 (T Virtual Infrastructure

< @ VnMwarevSphere Server is preferred, because it makes Veeam Backup & Replication vMotion-aware.
« B ‘fe"w Servers For Microsoft Hyper-V protection, add System Center Virtual Machine Manager (SCVMM) Servers, Hyper-V
£ dsib2226.drm.lab.emc.com clusters, or standalone Hyper-V hosts.
4 (@ Physical Infrastructure For physical and cloud servers and workstations protection, create one or more Protection Groups listing all
ga! Manually Added computers you want to backup. For NAS protection, add an NDMP server. Note that NDMP backups are only

Unmanaged supported to tape or Virtual Tape Libraries (VTL).

nstructured Data

ast 24 Hours .@. Create Job
[ Success Veeam Backup & Replication provides different options to balance recovery time with storage requirements.
Backup consumes less disk space but requires longer recovery time, making it ideal for long term data retention.
Replication provides faster recovery time at the increased storage costs and shorter retention.
To create a new backup or replication job, go to the Backup & Replication tree tab, and click the corresponding
button in the ribbon.

AN Restore

=] To restore a machine from a backup or a replica, click the Restore button in the ribbon and select the required
restore type.
Alternatively, you can browse the Backups node of the Backup & Replication tab to locate the required machine by
searching for its name.
You can also start a restore by double-clicking the full backup (.VBK) file in the Windows Explorer.

Home

=
El:‘ Inventory
(353 Backup Infrastructure

& Storage Infrastructure

&l

Figure 101. Restoring a VM with Fibre Channel: Step 1

In Step 2, Figure 102, select Restore from backup.
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Restore

Choose whether you want to restere from backup or replica.

¥l  Restore from backup
[=71  Performs restore from a backup file.

m| Restore from replica
==l Performs restore from a replica VM,

Cancel

Figure 102. Restoring a VM with Fibre Channel: Step 2

In Step 3, select Entire VM restore as shown in Figure 103. The other options here are possible, but they will

not be covered.

Restore from Backup

Select the type of restore you want to perform.,

Entire VM restore
Restores the entire VM.

Disk restore
Restores the content of individual disks and volumes,

Eaim

Guest files restore

Restores individual guest files from an image-level backup.

@ Application items restore
Restores individual application items from an image-level backup.

Database restore
Restores databases to a point in time back to the original or to a different server.

Cancel

Figure 103. Restoring a VM with FC: Step 3

The only type of restore on this page that is used with the PowerMax Plug-in is Instant recovery in Step 4.
Select this option as shown in Figure 104. The second item listed, Entire VM restore, will not recognize

snapshot backups, only traditional file backups.
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@ Restore from Backup

Select the type of restore you want to perform.

Instant recovery

Instantly recovers a virtual machine by running it directly from backup. Remember to finalize the restore by
moving the VM to your production storage.

1
v

Entire VM restore
Restores entire VM to the original or a new location, and registers it with the vSphere infrastructure.

llj_ﬂ

& Restore to public cloud

Restores any backup as a public cloud virtual machine. Amazon EC2, Google Compute Engine and Microsoft
Azure |aa$ are supported.

Cancel

Figure 104. Restoring a VM with Fibre Channel: Step 4

Next in step 5, choose Instant recovery to VMware vSphere in Figure 105.

Instant Recovery
Select the type of restore you want to perform.

Instant recovery to VMware vSphere

Instantly recovers any image-level backup as a vSphere VM by running it directly from a repository. Remember to
finalize the restore by moving the VM to your production storage.

2l ©
x

Instant recovery to Microsoft Hyper-V

Instantly recovers any image-level backup as a Hyper-V VM by running it directly from a repository. Remember to
finalize the restore by moving the VM to your production storage.

l_=D
v

Cancel

Figure 105. Restoring a VM with Fibre Channel: Step 5

Select the VMs the user wants to restore. This can be done by typing in the beginning of the VM name and
Veeam will list them in Step 5, Figure 106. Double-click the VM to add it to the list.
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Instant Recovery to VMware vSphere X

Machines
Select machines to be restored. You can add individual machines from backup files, or containers from live environment
m’ (containers will be automatically expanded into plain list).

Machines Machines to restore:
Q test] X

53 testing_veeam 32 GB

Restore Mode

Add...
Host Show more ...

Folder

Datastore
Secure Restore
Reason

Summary

Figure 106. Restoring a VM with Fibre Channel: Step 5

If there is more than one restore point available (i.e., snapshot backup), select the Point... button in Step 6 in
Figure 107 will list all existing restore points, regardless of how those snapshots were taken (i.e., Veeam,

manually, a snapshot policy, etc.). Veeam, however, does not include the snapshot name in this view. To see
the snapshot name associated with these points, navigate to the Storage Infrastructure screen and expand

the volume in question (e.g. 149). There, the snapshot names are included with the timestamps as shown in
Figure 108.

Instant Recovery to VMware vSphere X

Machines
Select machines to be restored. You can add individual machines from backup files, or containers from live environment
m (containers will be automatically expanded into plain list).

Machines Machines to restore:
testing_veeam X ‘
Restore Mode Q
i Add...
Destination Name Size Restore point
Eﬂtesting_veeam 32GB less than a day ago (12:58 PM...
Reason

Restore Points X Remove
Sum

Available restore points for testing_veeam:

Job

Type
4 *2,000120001473:00149 (TESTING_VEEAM)
\,_F: less than a day ago (12:58 PM Friday 6/14/2024) Snapshot
\f. 7 days ago (7:31 AM Friday 6/7/2024) Snapshot
(55 7 days ago (6:44 AM Friday 6/7/2024) Snapshot
&7 days ago (5:58 AM Friday 6/7/2024) Snapshot
w,_': 7 days ago (5:56 AM Friday 6/7/2024) Snapshot

Cancel

Next > Cancel

Figure 107. Restoring a VM with Fibre Channel: Step 6
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Veeam Backup and Replication

Volume

] IG:-

- —

-l —

Create Rescan
Snapshot Snapshot

Manage Volume Actions

Storage Infrastructure

£ 000120001473:0013C:65c12a3cfd059ea622c20260 A
000120001473:0013D:65cc0982dd659db392b6026
000120001473:0013E
000120001473:0013F
000120001473:00140
000120001473:00142:65cc175c8c29f5fb8e170260-
000120001473:00143:65cc19b42ba58acdbe96026(
000120001473:00144:65cc1c0c90e7075015b8026(
000120001473:00145:65cc1e6464db92429e360261
000120001473:00146:65cc20bc6db18d560048026
000120001473:00147:65cc2314b8d032bdc005026
000120001473:00148:65cc256cf7dc22a1b4750260
4+ [000120001473:00149

C(b: Veeam-Backupveeamf-1718395117597 (19:58:00

@ test3 (14:31:42 Fri, 07 Jun 2024 +0000)

@ tew (13:44:06 Fri, 07 Jun 2024 +0000)

30: 149test (12:58:31 Fri, 07 Jun 2024 +0000)

@ Veeam-Backuplob1-1717764986760 (12:56:06 Fr

§ 000120001473:0014A:65cc2a1ceaa690602505026(

§ 000120001473:0014B:65cc2¢74036d73eec807026(
=

59 AnN12NANTAT2.0N1AC
< >

@@ OO

/h\ Home

[%E Inventory

‘753 Backup Infrastructure
=

4=: Storage Infrastructure

Ga~ Type in an object n - Q
Name Creation Time VMs Count
30: Veeam-Backupveeamf-1718395117597 (19:58:00 Fri, 14 Jun.., /14/202412:58...

@] test3 (14:31:42 Fri, 07 Jun 2024 +0000)

@) tew (13:44:06 Fri, 07 Jun 2024 +0000)

@ 149test (12:58:21 Fri, 07 Jun 2024 -0000)

@, Veeam-Backuplob1-1717764986760 (12:56:06 Fri, 07 Jun 2...

6/7/2024 7:31 AM
6/7/2024 6:44 AM
6/7/2024 5:58 AM
6/7/2024 5:56 AM

;
;
;
;
;

@Ol Le 2

Figure 108. Snapshot name detail for restore points

If the machine name is unknown, one can select the Add... button. Then the user can navigate through the

VMware infrastructure or review existing snapshots that have VMs and choose one or more as seen as

shown in Figure 109.
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Instant Recovery to VMware vSphere X

Machines
Select machines to be restored. You can add individual machines from backup files, or containers from live environment
m (containers will be automatically expanded into plain list).

Tvpe in @ VM name for instant lookup
Restore Mode |Q o : ‘
Name Size Restore point ‘ Add...
Host
From infrastructure...
Folder 1 From.backup...
Datastore I
Secure Restore
/ Backup Browser * X
Add Objects X1 | select object:
o B = Job name Last restore point Objects Restore point
Select objects g5 = 0 B g %000120001473:001% (VM_DEV... 6/14/2024 10:20:46 AM 2
v E51 London_Cluster A 2 000120001473:00110 (VM_DEV... 6/14/2024 10:20:45AM 4
E dsib0027.drm.lab.emc.com & %000120001473:00111 (VM_DEV... 6/14/2024 10:20:45 AM 2
E dsib0049.drm.lab.emc.com B © &2 000120001473:00112 (VM_DEV... 6/14/2024 10:20:45AM 5
E dsib0051.drm.lab.emc.com g %000120001473:00113 (VM_DEV... 6/14/2024 10:20:45 AM 4
E dsib0078.drm.lab.emc.com [% 000120001473:00114 (VM_DEV... 6/14/2024 10:20:46 AM 5
E dsib1196.drm.lab.emc.com 4 %oomzoooun:oons 6/14/2024 10:20:51 AM &
E  dsib1197.drm.lab.emc.com I:I:] dsib0229.drm.lab.emc.com  1day age (3:12PMT... 14
\'___‘ﬁ' dsib00%9.drm.lab.emc.com éﬂ dsinOOQ.drm.Iab.emc.com 1 day ago (3:12PM T... 14
I'_:ﬁ' dsib0110.drm.lab.emc.com [;ﬁ ds!b2024.drm.lab.emc.com 1 day ago (3:12PM T... 14
i dsib0125.drm.Jab.emec.com [:Edeb2035.drm.Iab.emc.com 1day ago (3:12PM T... 14
53 dsib0127.drm.lab.emc.com EEds.le&M.drm.lab.er.ﬂc.com 1 day ago (5:12PM T... 14
=) deib0138.drm.lab.emc.com CdWindows_2019_available_c... 1dayago (5:12PMT... 14
,'Q_ﬂ . o &2 000120001473:00117 6/14/2024 10:20:45 AM 5
CJp dsib0199.drm.|ab.eme.com <%, 000120001473:00118 6/14/2024 10:20:45AM 8
G dsib0228.drm.Jab.emc.com 4 ,000120001473:00119 6/14/2024 10:20:45AM 5
,D:" dsfbozm'd’"‘"ab'em"“’m [73dsib0111.drm.Jab.emc.com 1 day ago (5:12 PM T... 14
7 dsib1035.drm.lab.emc.com (1 dsib2018.drm.ab.emc.com 1 day ago (5:12 PM T... 14
P dsib1059.drm.Jab.emc.com [1dsib2027.drm.Jab.emc.com 1 day ago (5:12 PM T... 14 .
\'—__'m dsib1060.drm.lab.emc.com v = o =
|*" Type in an object name to search for Q| |:’_‘|—Jv Type in an object name to search for al
Cancel Cancel

Figure 109. Restoring a VM with FC — alternate options to choose VMs

Once the VMs are selected by the user's chosen methodology, use the radio buttons as shown in Step 7,
Figure 110, to restore the VM(s) to either the original location or a new location. If the original VM is lost,
select the first radio button which will use the original VM name in the original vCenter and ESXi host.
Otherwise select the second radio button, which lets the user rename the VM and choose where to restore it.
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Instant Recovery te VMware vSphere X

Restore Mode
F ) Specify whether selected VMs should be restored back to the original location, or te a new location or with different settings.

Machines (O Restore to the original location

Quickly initiate the restore of selected VM to its original location, with the original name and
Restore Mode settings. This option minimizes the chance of user input error.
Destination (® Restore to a new location, or with different settings

Customize the restored VM location, and change its settings. The wizard will automatically populate

Reason all controls with the original VM settings as the defaults,

Summary

Restore VM tags

< Previous Cancel

Figure 110. Restoring a VM with Fibre Channel: Step 7

If the original VM still exists and an attempt is made to restore to the original location, the error message as
shown in Figure 111 will appear.

Veeam Backup and Replication X

| Original VM still exists, and will be deleted. Proceed?

o R ]

Figure 111. Restoring a VM with Fibre Channel: Original VM warning

Proceeding with the restore through the second option, rename the VM to prevent the previously mentioned
conflict as in Step 8, Figure 112, and hit Next and then Finish in Figure 113. Note that if the BIOS UUID
needs changing, select the Advanced button.
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nstant Recovery to VMware vSphere
Destination
Choose ESXi server to run the recovered virtual machine on. You can choose to power on VM automatically, unless you need to
m' adjust VM settings first (such as change VM network).
Machines Restored VM name:
‘ testing_veeam_restore ‘
Restore Mode Hlost
_ ‘dsib1197.drm.|ab.emc.com ‘ Choose...
VM folder:
Reason
[vm ‘ Choose...
Summary Resource pool:
‘ Resources ‘ Choose...
Advanced X
(® Preserve BIOS UUID
Preserving system UUID for the restored VM prevents issues with
applications that match system by UUID.
() Generate new BIOS UUID
Generating new UUID prevents possible conflicts between the
restored clone and the original machine. ‘—~
Advanced.
< Previous Next > Finish Cancel
Figure 112. Restoring a VM with FC: Step 8
Instant Recovery to VMware vSphere X

Summary
F ’ You can copy this configuration information for the future reference.

Machines Summary:

Original machine name: testing_veeam

Restore Mode New machine name: testing_veeam_restore
Restore point: less than a day ago (12:58 PM Friday 6/14/2024)
Destination Target host: dsib1197.drm.lab.emc.com
Target resource pool: Resources
R Target VM folder: vm
eason

[J Connect VM to network

[] Power on target VM after restoring

< Previous Next > Cancel
Figure 113. Restoring a VM with FC: Summary

The output of this session is immediately available as shown in Figure 114.
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Restore Session

Name: testing_veeam Status: In progress

Initiated by:  DSIB2117\Administrator

Reason Parameters Log

Message
Connecting to host dsib1197.drm.lab.emc.com
Locking storage snapshot
Checking availability of storage snapshot Veeam-Backupveeamf-1718395117597 (...
Snapshot clone 000120001473:00149:Veeam-Backupveeamf-1718395117597:0:003...
Binding 000120001473:00149:Veeam-Backupveeamf-1718395117597:0:00327 to FC...
Rescanning FC adapter vmhba2 on host dsib1197.drm.lab.emc.com
Looking up SCSI LUN for snapshot clone 000120001473:00149:Veeam-Backupveea...
Looking up datastore for SCSI LUN EMC Fibre Channel Disk (naa.60000970000120...
Initiating snapshot datastore resignaturing for SCSI LUN naa.600009700001200014...
Updating VM configuration
Registering VM testing_veeam_restore on host dsib1197.drm.lab.emc.com
Registering VM
No VM tags to restore
Updating session history
testing_veeam_restore has been recovered successfully
Waiting for user to start migration

Restore type:  Instant VM Recovery Start time:  6/14/2024 5:56:20 PM

Duration

0:00:01

0:00:02
0:00:02
0:00:20

0:00:02
0:00:04
0:00:02
0:00:01
0:00:01

~

v

Open console

Figure 114. Restoring a VM with Fibre Channel: Log

The restore process creates a target device for the SnapVX snapshot and places it in the VEEAM_xxx
storage group as shown in Figure 115, which is presented to the ESXi host through Fibre Channel

connectivity.

Note: When using both Fibre Channel and iSCSI, depending on the chosen restore host, it is possible for the
snapshot device to be presented through a different protocol than the original datastore device.

VEEAM_dsib1197_sg > SG All Details

‘ Expand ‘ ‘ Add Volumes To SG ‘ ‘ Remove Volumes

ses

Detalls Volumes Performance Data Protection

Name Type Allocated (%) Capacity... Unreduc...
[:] 00165 TDEV 0% 0.01
00327 TDEV 0% 100

2lems Y i @
Emulation Status —;
FBA Ready
FBA Ready

Figure 115. SnapVX target device mapped through Fibre Channel ports

Veeam completes the restore process by rescanning the ESXi host, resignaturing the VMFS on the device
and registering the VM with the name previously provided. The resignatured datastore is shown in Figure 116.
By default, VMware adds the “snap_xxxx” prefix to the datastore. This can be changed in the advanced
options but is not recommended since it avoids unintended conflicts.
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& snap-7ccdO1fe-TESTING_VEEAM

: ACTIONS

Summary Monitor Configure Permissions F Hosts VMs

m Definitions

Device Backing

Genera Extent Name (Device name:Partition number) v
Device Backing )12
Conne:

y and Multipathing
v General

Device

Capacity

Partition Format

Drive Type

Sector format

A 4 Capacity A 4 Partition Type

100 GB Prim

ary

Figure 116. Snapshot device presented through Fibre Channel

Note that upon reaching this step, Veeam has completed the automated portion of the restore process and
waits for the user. The last line of the log in Figure 114 refers to this: “Waiting for the user to start
migration.” Veeam has no knowledge of what the user wishes to do with the restored VM shown in Figure
117 and so it idles until the user initiates another Veeam action.

Q

N

— vSphere Client

Summary Monitor Configure

[DJ@@

& dsib0138.drm.lab.emc.com

dsib0199.drm.lab.emc.com

(")

wick Filter
dsib0228.drm.lab.emc.com

& &

J Name

v

14}

dsib0230.drm.lab.emc.com

doff

v

e-TEST

@ testing_veeam_restore

ING VEE

: ACTIONS

Permissions Datastores Networks Snapshots

Status Type Datastore Cluster

Norma VMFS 6

dsib1255.drm.lab.emc.com

& €

dsib2011.drm.lab.emc.com

a

v

dsib2028.drm.lab.emc.com
dsib2030.drm.lab.emc.com

dsib2035.drm.lab.emc.com

B e

dsib2036.drm.lab.emc.com

G dsib2225.drm.ab.emc.com

o testing_veeam

@ testing_veeam_restore

B K8_3NIC_RHEL

Figure 117. Restored VM veeam_fc_vm_restore

After the user is finished with the restored VM, the session can be ended. This is covered in the next section.

8.2 VMFS with iSCSI

The restore wizard for iSCSI proceeds the same as for Fibre Channel so it will not be covered in its entirety
here. Instead, the summary of the iSCSI restore is shown in Figure 118. This example demonstrates the
snhapshot target being presented to host dsib0180.Iss.emc.com through iSCSI.
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Restore Session X
Name: veeam_iscsi_vm Status: In progress
Restore type: Instant VM Recovery Start time:  4/27/2021 10:35:56 AM

Initiated by: ~ DSIB2012\Administrator

Reason Parameters Log

Message Duration
Starting VM veeam_iscsi_vm_restore recovery
Connecting to host dsib0180.Iss.emc.com
Locking backup file
Checking availability of storage snapshot Veeam-Backup_Veeam_iscsi_vm (4/27/2...
Snapshot clene 000197600450:0009E:Veeam-Backup_Veeam_iscsi_vm:1619524670:... 0:00:05
Binding 000197600450:0009E:Veeam-Backup_Veeam_iscsi_vm:1619524670:00146 t... 0:00:05
Adding iSCSI static target (iSCSI server: 192.168.1.101, iSCSI| name: iqn.1992-04.co...
Rescanning iSCSI adapter vmhba68 on host dsib0180.lss.emc.com 0:00:02
Looking up SCSI LUN for snapshot clone 000197600450:0009E:Veeam-Backup_Vee...
Looking up datastore for SCSI LUN EMC iSCSI Disk (naa.6000097000019760045053...
Initiating snapshot datastore resignaturing for SCSI LUN naa.600009700001976004...  0:00:08
Updating VM configuration 0:00:18
Registering VM veeam_iscsi_vm_restore on host dsib0180.Iss.emc.com 0:00:02
Registering VM
No VM tags to restore
Updating session history
veeam_iscsi_vm_restore has been recovered successfully
Waiting for user to start migration

Open console
Figure 118. Restoring a VM with iSCSI: Log

The resignatured datastore is displayed in Figure 119. Note that the original datastore that the snapshot is
based upon is presented through Fibre Channel, but since the snapshot target device is a net-new one, it can

be presented through a different protocol as well like here.

B shap-334c2b2c-VEEAM2 ACTIONS Vv

Summary Monitor Configure Permissions Files Hosts VMs
Alarm Definitions DeVlce Backlng

Scheduled Tasks Extent Name (Device name:Partition number) Y Capacity

EEnaE] EMC iSCSI Disk (naa.60000970000197600450533030313436) : 1 12718
Device Backing

Connectivity and Multipathing
Hardware Acceleration

Capability sets

Device Details

Device: EMC iSCSI Disk (naa.60000970000197600450533030313436)

Capacity 1.2TB

Partition Format: GPT

Drive Type Flash

Sector format 512n

Name v Capacity ~  Partition Type
VMFS 127TB Logical

Figure 119. Snapshot device presented through iSCSI
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End restore
A restore is considered an ongoing session. After the VM is moved from the snapshot datastore or its purpose
has been served, the user needs to end the restore session. When a session is stopped, Veeam and the

PowerMax Plug-in will:

8.3

Unregister the VM

Unmount the datastore

Remove the device from the storage group
Delete the device

Begin by selecting the History option at the bottom left-hand side and then Instant Recovery in the top left-
hand side of the screen. Find the job name, which in this case testing_veeam, and right-click on it in Figure

120. Choose Stop session, and then select Yes.

Veeam Backup and Replication

b Session

i

Veeam Al

Stop  Statistics
Actions Details Online Assistant
History Q Type
4 [ Jobs Job Name Session Type Status Start Time 4
U Backup [} testing veeam o Instant VM Rec...  Working 6/14/2024 5:56 PM
(% Storage Snapshots [ testing_veeam | M Stop session Instant VM Rec...  Success /7/2024 7:42 AM 6
4 [ Restore [ testing_veeam [l Statistics Instant VM Rec...  Failed 6/7/2024 7:36 AM 6
',f;?; Instant Recovery
.—‘9; System
L% Malware Detection Veeam Backup and Replication X

! Are you sure you want to stop the session?

Yes

A rone
S

m= Inventory

3 Backup Infrastructure

l“gg Storage Infrastructure

@ M,
@D ale 2

Figure 120. Stop restore session: Step

Once started, the vCenter will show the associated tasks as shown in Figure 121.

v Recent Tasks Alarms
Task Name Y | Target Y | Status v ?:f““ Y | StartTime Y  Completion Time Y | Serve v
nre: e ual r e mpleted 5 24, 5:5 SA 06/15/2024, 5:58:05 A 222 (]
nmour AFS volume Completed 5/2024, 5:5 A 6/15/2024, 5:58:14 AM dsib222 ab.emc.co
Figure 121. Stop restore session: vCenter
Double-click on the job name in the Veeam console (testing_veeam) and the log is displayed, which contains
the detailed information from the session. Note that stopping the session appends the log information to the
initial restore process. The red box as shown in Figure 122 is the end of the restore session, and the blue box
is the start of the stop session.
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Restore Session X
Name: testing_veeam Status: Success
Restore type:  Instant VM Recovery Start time:  6/14/2024 5:56:20 PM
Initiated by: ~ DSIB2117\Administrator End time:  6/15/2024 5:58:33 AM

Reason Parameters Log

Message Duration *

() Waiting for user to start migration

() Starting testing_veeam_restore dismount
() Connecting to host dsib1197.drm.lab.emc.com 0:00:01
() Unregistering VM testing_veeam_restore from snapshot clone datastore

2 Dismounting VMFS volume snap-T7ccd01fe-TESTING_VEEAM from host dsib1197....  0:00:08
2 Unbinding 000120001473:00149:Veeam-Backupveeamf-1718395117597:0:00327 fro...  (:00:08
() Rescanning FC adapter vmhba2 on host dsib1197.drm.lab.emc.com

(2 Rescanning FC adapter vmhba3 on host dsib1197.drm.lab.emc.com

(2 Updating storage infomation 0:00:02
(2 Deleting snapshot clone volume 000120001473:00149:Veeam-Backupveeamf-1718...  0:00:03
) Unlocking storage snapshot

() testing_veeam_restore has been unmounted successfully

Close

Figure 122. Stop restore session: Log
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9 Proxy file backup to disk with snapshot

The previous discussion in the Backup section dealt with taking PowerMax snapshots as backups
themselves. There are no files in that case, just a reference in Veeam to a snapshot on the array which can
be used for restoring or other backup procedures. Veeam can back up a VM to disk by using a temporary
array snapshot and avoid impact to the production VM. The PowerMax Plug-in can already do this feature, so
once the Veeam software is properly configured to run a disk backup, it will take advantage of the snapshot.

9.1 Backup repository

Begin by ensuring that there is a backup disk repository where the VM will be backed up. Veeam offers a
number of options from NFS to S3. The example below show a user adding a Windows-based repository with
what Veeam calls direct-attached storage. In reality, the storage is a vmdk on a datastore located on a
different array than where the production VM is stored.

Navigate to Backup Infrastructure and highlight Backup Repositories. Right-click and select Add backup
repository... as shown in Figure 123.

oy Veeam Backup and Replication - 0O X

= Home ?
= =
== —
= = 2
Add Rescan Veeam Al
Repository
Manage Repository Tools Online Assistant
Backup Infrastructure Q T
f Backup Proxies Name T Type Host Path Capacity Free Used Space Desc
= Backup Reposi [E" Add backup repository... 1l £2« Default Backup Repository ~ Windows dsib2117 F:\Backup 100GB  91.4GB 0B Creaf

:. External Reposné ;, =
52 Scale-out Reposit..—
©» WAN Accelerators
{7 Service Providers

4 E SureBackup

E Application Groups
ﬁ‘ﬁ% Virtual Labs
4 (Z3 Managed Servers
4 (G VMware vSphere
4 FD vCenter Servers
Fi5 dsib2226.drm.lab.emc.com

[F« Microsoft Windows

/n\ Home

™ Inventory

{llm

o

Backup Infrastructure

'y

~

Storage Infrastructure

@l le 2.

Figure 123. Adding backup repository: Step 1

In Step 2 in Figure 124 select Direct attached storage, then in Figure 125 select the operating system,
Windows or Linux. In this example, Microsoft Windows is chosen.
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94

Add Backup Repository

Select the type of backup repository you want to add.

»
NS

Direct attached storage

Microsoft Windows or Linux server with internal or direct attached storage. This configuration enables data
movers to run directly on the server, allowing for fastest performance.

Network attached storage

Network share on a file server or a NAS device. When backing up to a remote share, we recommend that you
select a gateway server located in the same site with the share.

Deduplicating storage appliance

Dell Data Domain, ExaGrid, Fujitsu ETERNUS CS800, HPE StoreOnce, Infinidat InfiniGuard or Quantum DXi. If you
are unable to meet the requirements of advanced integration via native appliance AP, use the network attached
storage option instead.

Object storage

On-prem object storage system or a cloud object storage provider.

Cancel

&

Figure 124. Adding a backup repository: Step 2

Direct Attached Storage

Select the operating system type of a server you want to use as a backup repository.

Microsoft Windows

Adds local storage presented as a regular volume or Storage Spaces. For better performance and storage
efficiency, we recommend using ReFS,

Linux

Adds local storage or locally mounted NFS share, For better performance and storage efficiency, we recommend
using XFS. The Linux server must use bash shell, and have S5H and Perl installed.

Linux (Hardened Repository)

Requires a Linux server with internal or direct attached storage. This configuration enables protection against
cybersecurity threats with immutable backups. The Linux server must use bash shell and have SSH installed. For
reduced attack surface, minimal Linux installation is highly recommended.

Cancel

Figure 125. Adding a backup repository: Step 3

In Step 4, provide a name and description as shown in Figure 126.
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New Backup Repository X

Name
- Type in a name and description for this backup repository.

Name Name:
Disk Backup
Server
Description:
Repository For use with PowerMax snapshots

Mount Server
Review

Apply

Summary

Figure 126. Adding a backup repository: Step 4

As shown in Figure 127 choose the drive where the user’s backups will be placed. In order to see what is
available on the server, select Populate in Step 6. The Windows drives (vmdks) are shown. Drive E is
selected which has a capacity of 2 TBs.

New Backup Repository X

Server
B Choose repository server. You can select server from the list of managed servers added to the console.

Name Repository server:
dsib2117 (Backup server) v Add New...
Server =
Path Capacity Free Populate
Repository ®c 894GB  443GB
M ) @F:\ 100 GB 91.4GB
Viount Server
Review
Apply
Summary

< Previous Cancel

Figure 127. Adding a backup repository: Steps 6

Veeam will automatically create and use a folder called Backups on the drive. If the drive is a standard NTFS
format, an error message appears as shown in Figure 128.
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New Backup Repository

— Repository
= Type in path to the folder where backup files should be stored, and set repository load control options.

Name Location

Path to folder:
Server |F:\Backups Browse...
Repository == Capacity: <Unknown> Populate

]
W Free space: <Unknown>
Mount Server
Load control
Review Running too many concurrent tasks against the repository may reduce overall perfformance, and
cause |/0 timeouts. Control storage device saturation with the following settings:

Apply Limit maximum concurrent tasks to: |4 =
Summary [ Limit read and write data rate to: 1 =
Veeam Backup and Replication X

The file system on the specified volume does not support fast cloning.
We recommend using ReFS volume formatted with 64 KB cluster size.

Proceed anyway?
=

Click Advanced to customize repository settings. Advanced...

< Previous Cancel
Figure 128. Adding a backup repository: Step 8

Once again, in Figure 129, Veeam provides the default entries that can be used. If this is the first drive
configured, the cache folder will be the same as the one chosen in Figure 128.

New Backup Repository

Mount Server
Specify a server to mount backups to when performing advanced restores (file, application item and instant VM recoveries).
Instant recoveries require a write cache folder to store changed disk blocks in.

Mount server:

Name
dsib2117 (Backup server) v | | Add New...
Server
Instant recovery write cache folder:
Repository ‘ F:\ProgramData\Veeam\Backup\IRCache\ Browse...
I Mount Se Ensure that the selected volume has sufficient free disk space to store changed disk blocks of instantly
| T recovered machines. We recommend placing the write cache folder on an SSD drive.
Review Enable vPower NFS service on the mount server (recommended) Ports...
) Unlocks instant recovery of any backup (physical, virtual or cloud) to 2 VMware vSphere VM.
Apply vPower NFS service is not used for instant recovery to a Microsoft Hyper-V VM.
Summary

< Previous Cancel
Figure 129. Adding a backup repository: Step 9

Review the options in Step 10. The status of the components as shown in Figure 130 is already exists, but if
this was the first drive configured, the status would indicate the components will be installed. Note that if the
chosen drive was used previously with Veeam and may have backups, check the box that allows Veeam to

search for them.
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New Backup Repository
——. Review
;J‘ Please review the settings, and click Apply to continue.
~
Name The following components will be processed on server dsib2117:
Component name Status
Sel .
et vPower NFS already exists
Repository Mount Server already exists
VMware VDDK already exists
Mount Server
Apply
Summary

[[] Search the repository for existing backups and import them automatically

po jest file system index data to the catalog

< Previous Apply Finish Cancel

Figure 130. Adding backup repository: Step 10

Finally, apply the changes and check the messages shown in Figure 131 for success.

New Backup Repository X
Apply

Please wait while backup repository is created and saved in configuration, this may take a few minutes.

Name Message Duration

Servey (2 Starting infrastructure item update process 0:00:03
() Creating repository folder

Repository () Discovering installed packages

() Registering client dsib2117 for package vPower NFS

() Registering client dsib2117 for package Mount Server

(2 Registering client dsib2117 for package VMware VDDK

() Discovering installed packages
_ 2 All required packages have been successfully installed

(2 Detecting server configuration

Summary (2 Reconfiguring vPower NFS service 0:00:07
() Creating configuration database records for installed packages
(v] Collecting backup repository info

(2 Creating database records for repository

(2 Backup repository has been saved successfully

Mount Server

Review

< Previous Finish Cancel

Figure 131. Adding backup repository: Step 11

Once complete, the summary shown in Figure 132 is displayed.
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New Backup Repository X

Summary
You can copy the configuration information below for future reference.

Name Summary:

"Nindows backup repository 'Disk Backup' was successfully saved.
Server

Mount host: dsib2117
Repository Backup folder: F:\Backups

Write throughput: unlimited

Mount Server Max parallel tasks: 4

Veeam Backup and Replication X
Review
Apply 0 Change the configuration backup location to the newly created repository?
summary -

Figure 132. Adding backup repository: Summary

The repository is now available for use as shown in Figure 133.

Eﬂ Veeam Backup and Replication - 0 X
= Home Backup Repository ?
= == N~
Add Rescan Veeam Al
Repository

Manage Repository Tools Online Assistant

Backup Infrastructure Q Type
[ Backup Proxies Name 1 Type Host Path Capacity Free Used Space Description
— Backup Repositories Default Backup Repository Windows dsib2117 F:\Backup 100 GB 91.4 GB 0B Created by Veeam Backup
External Repositories Disk Backup Windows dsib2117 F:\Backups 100GB  914GB 0B Foruse with PowerMax snapshots
Scale-out Repositories

Ea
&©» WAN Accelerators
(=3 Service Providers
4 % SureBackup
(1 Application Groups
gb Virtual Labs
4 (%1 Managed Servers
4[5 VMware vSphere
a E[',Ff vCenter Servers
£ dsib2226.drm.lab.emc.com
[F« Microsoft Windows

Figure 133. Backup repositories

9.2 Disk backup with PowerMax Plug-in

With one or more backup proxies in place, it is now possible to back up to disk with snapshots. The following
example will use backup proxy dsib0127.drm.lab.emc.com.

9.2.1 VM backup

The process will back up VM testing_veeam which is located on datastore TESTING_VEEAM. The device ID
is 149.

Begin the wizard from the home screen, and from the drop-down options for Backup job, select Virtual
machine... as shown in Step 1, Figure 134.
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Veeam Backup and Replication

Home

W S (&e) e éj_‘ NS Fal ~ a =
o e =] lq] Y = 8 5 = v )
Backup Replication CDP Backup Copy SureBackup Restore Failover Import Export Security & Veeam Al

Job ~ Job ~ Policy~ Copy Job~ Job v Plan~  Backup Backup Compliance

Secondary Jobs Restore Actions Online Assistant

é Virtual machine...

{i= Windows computer... All jobs
. New VM Backup Job

N Linux computer. Creates a new VM backup job.
o Type Objects Status Last Run Last Result Next Run Target

11 hours ago Success 6/15/2024 10:00 PM Dell PowerMax Sng

;’:3 Mac computer...
(4, Unix computer... 16} Backup_veeam_fc_vm VMware Backup 1 Stopped
(6] Application 3

:‘:»f Object Storage...

Tﬂ File share...

/n\ Home

=]
M |nventory
E].__ Inventory

‘753 Backup Infrastructure

Storage Infrastructure

%1 @ ad L 2 < 5
Figure 134. Disk backup with snapshot: Step 1

Begin by providing a backup name and a description if desired, as shown in Figure 135.

New Backup Job X
Name
- m Type in a name and description for this backup job.
Disk backup using storage snapshot
Virtual Machines
Description:
Storage This backup will use the PowerMax Plug-in to take a snapshot, present it to a backup proxy, and copy

the data to a disk repository.

Guest Processing

Schedule

Summary

[_] High priority
Backup infrastructure resources are offered to high priority jobs first. Use this option for jobs
sensitive to the start time, or jobs with strict RPO requirements.

Figure 135. Disk backup with snapshot: Step 2

In the next screen shown in Step 3, select Add... and choose the VM(s) the user wants to back up. There are
multiple ways to search for the desired objects as shown in Figure 136.
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Add Objects X
Virtual Machines S
Select objects: [ ‘H o ] ®
[F= Select virtual mach - - 61 E @ ion that automatically
*m changes as you ad| | Name Type
04 testing_veeam Virtual machine
Name
Add...
Storage
== Exclusions...
Juest Frocessing
Schedule +
Summary +
Total size:
[ e x| |—®
Add Cancel Cancel

Figure 136. Disk backup with snapshot: Step 3

Under the Storage step, start by adjusting the Backup proxy to a previously created server that has Fibre
Channel or iSCSI access to the array that backs the datastore that contains the VM. Note in the inset the
backup proxy that was created in the section Backup proxy. Then choose the backup repository created in the
section Backup repository. Both these steps are demonstrated in Figure 137.
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New Backup Job

Storage

Name

Virtual Machines
Guest Processing
Schedule

Summary

- Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by
m this job and customize advanced job settings if required.

Backup proxy:

[ 10228244127 | choose..

Backup repository:

Disk Backup (For use with PowerMax snapshots) v

Default Backup Repository (Created by Veeam Backup)
Dell PowerMax Snapshot (Primary storage snapshot only)

Disk Backup (For use with PowerMax snapshots)

[ Keep certain full backups longer for archival purposes Configure.

[[] Configure secondary destinations for this job

Copy backups produced by this job to another backup repository, or tape. We recommend to make
at least one copy of your backups to a different storage device that is located off-site.

Advanced job settings include backup mode, compression and deduplication, block
size, notification settings, automated post-job activity and other settings.

< Previous sh Cancel

Advanced...

Figure 137. Disk backup with snapshot: Steps 4

If desired, there are advanced parameters available in the Storage step that can be adjusted. One setting of
note is shown in Figure 138 under the Integration tab. By default, the checkbox for Enable backup from
storage snapshots is selected. This should not be changed but is included here for reference.

Advanced Settings

Backup | Maintenance | Storage | Notifications | vSphere | Integration | Scripts

X

Primary storage integration

Enable backup from storage snapshots
Use storage snapshots (instead of VM snapshots) as the data source for
this job. Using storage snapshots reduces impact on the production
environment from VM snapshot commit.

[ ] Limit processed VM count per storage snapshot to

By default, the job will process all included VMs located on the same
datastore from a single storage snapshot.

[] Failover to standard backup
Perform standard backup from VM snapshot if backup from storage
snapshot fails,

[] Failover to primary storage snapshot
Use primary storage snapshots as the data source if backup from
secondary storage snapshot fails.

OK Cancel

Figure 138. Disk backup with snapshot: advanced settings

Figure 139 offers options for the GuestOS. In this example, no changes are made.
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New Backup Job X

Y l ) Guest Processing

(= m Choose guest OS processing options available for running VMs.

e ["] Enable application-aware processing
Detects and prepares applications for consistent backup, performs transaction logs processing, and
e tieal A hirees configures the OS to perform required application restore steps upon first boot.
Customize application handling options for individual machines and applications
Sfiage ["] Enable guest file sy indexing and malware detection
. o Indexing enables global file search functionality, automatic detection of suspicious file system
Guest Processing | activity and known malware files.
Schedul Customize advanced guest file system indexing options for individual machines
scheaule

Summary

Select existing credentials or add ne

< Previous Cancel
Figure 139. Disk backup with snapshot: Step 5

The final option available for the wizard in Figure 140, is to schedule the backup. The backup can also be tied
to another job if there is a dependency between one or more VMs.

New Backup Job X

! l ! Schedule

= m Specify the job scheduling options. If you do not set the schedule, the job will need to be controlled manually.

Name [] Run the job automatically
Virtual Machines
Storage
Guest Processing
Schedule Automatic retry

Summary

Backup window

< Previous Cancel
Figure 140. Disk backup with snapshot: Step 6

Click Finish as shown in Figure 141 to complete the backup setup. Here, the checkbox is selected to run the
job immediately in order to test its viability before setting a schedule.
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New Backup Job X

! I ! Summary

- m You have successfully created the new backup job.

Name Summary:
Configuration has been successfully saved.
Virtual Machines Name: Disk backup using storage snapshot
Target Path: F:\Backups
Storage Type: VMware Backup
Source items:
Guest Processing testing_veeam (dsib2226.drm.lab.emc.com)
Schedule PowerShell cmdlet for starting the job:
Get-VBRJob -Name "Disk backup using storage snapshot” | Start-VBRJob
Summary

Run the job when | click Finish

< Previous Cancel
Figure 141. Disk backup with snapshot: Summary

As part of the job, the 100 GB linked target device is placed in the storage group so the backup proxy
(dsib0127.drm.lab.emc.com) can have access to it. Veeam is then able to read the device’s contents to back
up the VM. The device is seen as Disk 3 in Figure 142. Do not make any changes to the device during the
backup process. It is displayed here only for completeness.

A Computer Management
File Action View Help

«= | znm EE D

A Computer Management (Local | Volume | Laynut' Type I File System [ Status | Capatity[ Free Spa(el % Free |

v [} System Tools - (C) Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Basic Data Partition) 89.37GB 71.39GB 80 %
() Task Scheduler == (Disk 0 partition 1) Simple Basic Healthy (EFI System Partition) 100MB 100 MB 100 %
M Event Viewer == (Disk O partition 4) Simple Basic Healthy (Recovery Partition) 524MB 524 MB 100 %
i Shared Folders o= S55_XG4FREE_EN-US_DV9 (D:) Simple Basic UDF Healthy (Primary Partition) 470G OMB 0%

&% Local Users and Groups
(%) Performance
& Device Manager
&2 Storage
W Windows Server Backug
= Disk Management
&l Services and Applications

“ODisk 3 - __________________________________________________________|

Basic
100.00 GB 100.00 GB
Offline @ Healthy (Primary Partition)

~cp-rom o N

DvD SSS_X64FREE_EN-US_DV9 (D:)
470GB 4,70 GB UDF
Online Healthy (Primary Partition)

Figure 142. Disk backup with snapshot: Backup proxy server

To view the snapshot and linked target in Solutions Enabler run the symsnapvx 1ist command as shown in
Figure 143.

103 Implementing the Dell PowerMax Veeam Plug-in for Veeam Backup & Replication | h18694 D<A LTechnologies



Proxy file backup to disk with snapshot

General Failure, . = Failure
Failure

Figure 143. Disk backup with snapshot: Solutions Enabler output

Job progress is available in the Veeam GUI as shown in Figure 144. Note that the job takes a couple minutes
to complete.

. Disk backup using storage snapshot (Full) x
Job progress: 100% 10of 1VMs
SUMMARY DATA STATUS
Duration: 02:38 Processed: 32 GB (100%) Success: 1
Processing rate: 121 MB/s Read: 44GB Warnings: 0
Bottleneck: Source Transferred: 26GB (1.7x) Errors: 0
THROUGHPUT (ALL TIME)

Speed: 146 MB/s

testing_veeam Success Job started at 6/15

Building f machines to process 00:02
VM size: 32 GB

Changed block tracking is enabled

Queued for processing at 6/15/2024 3:50:05 PM

Required backup infrastructure resources have been assigned

All VMs have been prepared for storage snapshot 00:24

Creating storage snapshots for backup 00:04

Processing )1:23

Unmounting s 00:13

Deleting storage snapshots 00:07

Load: Source 96% > Proxy 16% > Network 17% > Target 0%

Primary bottleneck: Source

Job finished at 6/15/2024 3:52:30 PM

1 VM processed successfully 00:23
Hide Details OK

Figure 144. Disk backup with snapshot: Job progress

The backup files can be seen on the backup proxy server as shown in Figure 145.
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MName Date modified Type Size
i) testing_veeam.vm-53016D2024-06-15T154951_F2A7.vbk 6/15/2024 3:52 PM Veeam full backup... 2,571,032 KB
E testing_veeam_11111.vbm 6/15/2024 3:52 PM Veeam backup ch. 11 KB
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Figure 145. Disk backup with snapshot: Backup files on backup proxy server
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10 Backup and restore Raw Device Mappings (RDM)

Veeam does not support backing up RDMs as part of a VM. This holds true for the PowerMax Plug-in, despite
the fact that the array snapshots are taken at the device level. The lack of support, however, does not prevent
Veeam from backing up the VM disks (vmdks) that are not RDMs. The backup of a VM with an RDM

proceeds in the same manner as one without an RDM. The following will walk through the difference between

a strictly VMFS backup and a VMFS and RDM backup.

The following VM as shown in Figure 146, testing_veeam, has two disks, one VMFS highlighted in blue and

one DM highlighted in red, all on PowerMax array 000120001672.

VM storage policy

Sharing No sharing

Physical LUN

Compatibility Mode

Disk File

[TEST_VEEAM] testing_veeam/testing_veeam_l.vmdk

Virtual Device Node SCSI controller O SCSI(0:1) Hard disk 2

vml.02000800006000097000012000167253303031323453594d4d4554

Edit Settings | testing_veeam
Virtual Hardware VM Options Advanced Parameters
ADD NEW DEVICE v
» CPU 4 @
> Memory 16 v B
> Hard disk 1 32 B
s Hard disk 2 GB

Figure 146. VM with VMFS and RDM

Within the Veeam console, navigate to the resource pool or the folder where the VM is stored and right-click
on the VM in the right-hand panel. Select Add to backup job -> New job.... as shown in Figure 147.
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Veeam Backup and Replication

Virtual Machine

: o =
W2 VvV a "‘l % — =
== ):g (_4‘ 1 Dml 9\ [%1 3= L B! i

VeeamZIP Quick Quick Restore Disable Install Management Addto Add to Add to Add to Veeam Al

= Backup Migration ¥ processing Agent Backup ~ Replication ~ VM Copy ~ Failover Plan ~
Actions Jobs Online Assistant
Inventory Q’::’ 1 an object name to search for
A Malware Detection Name 4 Used Size Host Guest OS Last Bac; =
4 (B Virtual Infrastructure 1571 vrava-primary 246 GB  dsib1197.drm.lab.emc....  Other 3.x Linux (64-bit) less thar
4 & VMware vSphere (57 vidm-primary 100GB dsib1197.drm.lab.emc.... less thar
4 F{3 vCenter Servers Ej testing_veeam 32GB dsib1197.drm.lab.emc.... less thar
4 B3 dsib2226.drm.lab.emc.com G dsib2235.dm{  VeeamZP-. 116.6GB  dsib0049.drmlsbemc....  Oracle Linux 8 (64-bit) less thar
[Elg Londen 5 dsib2225.drm.l Quick backup 52.7GB  dsib0078.drm.lab.emc...  VMware Photon OS (64-bit) Jess thar
4 (# Physical Infrastructure 159 dsib2191.drm.| ¥ Quick migration... 26TB dsib1197.drm.lab.emc....  SUSE Linux Enterprise 15 (64-bit) less thar
= . "
g2’ Manually Added F]? ds{bZ‘I 90.drm.l. ‘5 Add to backup job > ” New job... ix Enterpr{se 15 (64-bit) less thar
{@" Unmanaged iy dsib2189.drm. L ux Enterprise 15 (64-bit) less thar
5 -)E Add to replication job »
Unstructured Data 55y dsib2188.drm.l p Backup_veeam_fc_vm lix Enterprise 15 (64-bit) less thar
=N E” f":ﬂm Add to VM copy job > . .
4 [ Last 24 Hours {5y dsib2187.drm.lg o s : Disk backup using storage snapshot lix Enterprise 15 (64-bit) less that
(S Success 5 dsib2186.drm. . sl s " [1323GB dsib1197.drm.lab.emc...  SUSE Linux Enterprise 15 (64-bit) less thar
E] dsib2036.drm.| &1 Restore » 75GB dsib1197.drm.lab.emc....  Ubuntu Linux (64-bit) less thar
E] dsib2035.drm.l Disable processing 0B dsib1197.drm.lab.emc....  Ubuntu Linux (64-bit) never
159 dsib2030.drm.J{ 9 |nstall Management Agent... 198.2GB dsib1197.drm.lab.emc....  VMware Photon OS (64-bit) less thar
E—‘; dsib2028.drm.lab.emc.com 377.7GB dsib0051.drm.lab.emc....  SUSE Linux Enterprise 15 (64-bit) less thar

Figure 147. VM with VMFS and RDM backup: Step 1

Provide a name for the backup job and a description in Step 2, Figure 148.

New Backup Job X

Name
- m Type in a name and description for this backup job.

‘ RDM_backup
Virtual Machines
Description:
Storage Backup VM with an RDM
Guest Processing
Schedule
Summary
[[] High priority

Backup infrastructure resources are offered to high pricrity jobs first. Use this option for jobs
sensitive to the start time, or jobs with strict RPO requirements.

Figure 148. VM with VMFS and RDM backup: Step 2

In Step 3, Figure 149 Veeam provides the user with the option of adding more VMs and/or changing aspects
of individual VMs. For example, individual disks can be removed from backup. Note that Veeam at this point
does not have the RDM listed in exclusions as it was not manually excluded as part of the backup.
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Name
- - - -
[jJ testing_veeam Virtual machine 320GB Remove
Storage
Guest Processing Exclusions...
Schedule + Up
Summary + Down
Recalculate
Total size:
320GB

New Backup Job X

Virtual Machines
- Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically
m changes as you add new VMs into the container.

Virtual machines to backup:

< Previous Finish Cancel

Figure 149. VM with VMFS and RDM backup: Step 3

Step 4 will default to the PowerMax Plug-in as the repository of choice and set the backup proxy as
Automatic selection which cannot be altered. The other options in Figure 150 were discussed previously in

the Backup section.

New Backup Job

Storage
=] Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by
m this job and customize advanced job settings if required.

e Backup proxy:

‘ Automatic selection Choose...
Virtual Machines

Backup repository:

_ | Dell PowerMax Snapshot (Primary storage snapshot only) v

Guest Processing Retention poicy:| 7 :

Schedule

Summary

Advanced job settings include backup mode, compression and deduplication, block e
size, notification settings, automated post-job activity and other settings.

< Previous Next > Finish Cancel

Figure 150. VM with VMFS and RDM backup: Step 4

As Steps 5 and 6 were detailed earlier in the paper, and as there is nothing specific to RDMs, they are simply

included here for completeness in Figure 151 and Figure 152.
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Guest Processing
- m Choose guest OS processing options available for running VMs.

New Backup Job X

(e ["] Enable application-aware processing

Detects and prepares applications for consistent backup, performs transaction logs processing, and
Virtial Machines configures the OS to perform required application restore steps upon first boot.

Customize application handling options for individual machines and applications  “oplcations
Storage
Schedule

Select existing credentials or add new \dd
Summary
< Previous Next > Finish Cancel
Figure 151. VM with VMFS and RDM backup: Step 5
New Backup Job X

Schedule
- m Specify the job scheduling options. If you do not set the schedule, the job will need to be controlled manually.

Name [C] Run the job automatically
Virtual Machines Days
Storage

Guest Processing

Summary

Backup window

< Previous Apply Finish Cancel

Figure 152. VM with VMFS and RDM backup: Step 6

In Step 7 in Figure 153 check the box Run the job when I click Finish and select Finish.
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New Backup Job X

§ I ! Summary
\ You have successfully created the new backup job.

Namne Summary:

Configuration has been successfully saved.
Virtual Machines Name: RDM_backup

Target Path: Dell PowerMax Storage
Storage Type: VMware Backup

Source items:

Guest Processing testing_veeam (dsib2226.drm.lab.emc.com)

Schedule PowerShell cmdlet for starting the job:
Get-VBRJob -Name "RDM_backup” | Start-VBRJob

Summary

Run the job when | click Finish

< Previous Finish Cancel

Figure 153. VM with VMFS and RDM backup: Step 7

Since this was a snapshot using PowerMax technology, it will complete quickly. Navigate to the History
section to see if the job was successful. In Figure 154 the job is successful.

'A RDM_backup (Storage Snapshot)

Job progress: 100% 10of 1VMs
SUMMARY DATA STATUS
Duration: 00:22 Processed: Success: 0
Processing rate: Read: Warnings: 1 A
Bottleneck: Transferred: Errors: 0
THROUGHPUT (ALL TIME)
Name Status Action Duration
LJ testing_veeam 1. Wamning Job started at 6/16/2024 1:04:54 PM
Building list of machines to process 00:02
Queued for processing at 6/16/2024 1:05:05 PM
Required backup infrastructure resources have been assigned 00:00
All VMs have been prepared for storage snapshot 00:04
Primary storage snapshots created successfully 00:05
1. Job finished with warning at 6/16/2024 1:05:16 PM
Hide Details 2

Figure 154. VM with VMFS and RDM backup: Complete

Since there are no additional messages, the assumption is that the VM was completely backed up. However,
since there is an RDM, the logs need to be consulted. The logs by default are located on the Veeam Windows
server in c:\ProgramData\Veeam\Backup\<backup_job_name>.

Reviewing the log in Figure 155 the expected entries are found which indicate that Veeam skipped the RDM.
Note that Veeam views that job as successful since the VMFS disks were backed up.
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") Job.RDM_backup.Backup.log - Notepad - [m} X
File Edit Format View Help

[16.06.2024 13:05:15.240] <01> Info (3) ProxyPort: ‘0"
[16.06.2024 13:05:15.240] <01> Info (3) ManagedThreadId: '1°
[16.06.2024 13:05:15.248]  <@1>  Info (3) is disposing.

[16.06.2024 13:05:15.249] <0@1> Warning (3) | Disk testing_veeam_1.vmdk has been skipped due to an unsupported type (raw device mapping disk in physical compatibility mode)l

[16.06.2024 13:05:15.257] <01> Info (3) [TimeSync]Client synchronization process was created

[16.06.2024 13:05:15.277] <01> Info (3) [0ib] Create [vmname=testing_veeam:object_id=8c59c49d-170d-44d4-8216-0c386eee20@lc:creation_time=6/16/2024 1:04:28 PM:creation_time_utc=6/

[16.06.2024 13:05:15.306] <01> Info (3) [SanVm] Created multihomed oib '[vmname=testing_veeam:object_id=8c59c49d-170d-44d4-8216-0c386eee2@lc:creation_time=6/16/2024 1:04:28 PM:c

6.drm.lab.emc.com\London_Cluster</Location><0ijId 0000-0000-0000 /0ijId><RealVmSize>34359747052</RealVmSize><VmxFileDatastorePath>testing_veeam/testing_veeam.vmx</V

[16.06.2024 13:05:15.306] <01> Info (3) <Type _type="ParaVirtualSCSIController"” />

[16.06.2024 13:05:15.306] <01> Info (3) </CViDeviceController></Controller><DescFileName>testing_veeam.vmdk</DescFileName><FlatFileName>testing veeam-flat.vmdk</FlatFileName><Ch

43037b70-8cf9-34800d504b16< /VmxDatastoreUuid><VmxDiskPaths><VmxDiskPath>testing_veeam.vmdk</VmxDiskPath><VmxDiskPath>testing_veeam_1.vmdk</VmxDiskPath></VmxDiskPaths><StorageSnapshotJobN

[16.06.2024 13:05:15.309] <@1> Warning (3) Disk testing_veeam_1.vmdk has been skipped due to an unsupported type (raw device mapping disk in physical compatibility mode)

[16.06.2024 13:05:15.312] <01> Info (3) [DbScope] Creating SanViDiskDbInfo: 'Id: cfc65aaf-276d-4edc-9044-4451c6dcbded, 0ibId: 22a61e89-alda-4fbd-aa8d-a5ccel980a2c, Key: 2000, Un

[16.06.2024 13:05:15.317] <01> Info (3) [DbScope] Creating SanViDiskFileDbInfo: 'Id: 97@ec@dc-f38b-45e7-83c3-6bedb3bc8ela, SanViDiskInfold: cfc65aaf-276d-4edc-9044-4451c6dcbded

T1& 0A& 7074 12.05-15 2921 PN Tnén () [CanCnanchntSannral N

< >
Ln 350, Col 109 100%  Windows (CRLF) UTF-8

Figure 155. VM_VMFS_RDM_backup job log

If the VM is then restored, the configuration file (vmx) is adjusted to remove reference to the RDM. This is
highlighted in Figure 156.

Restore Session X
Name: testing_veeam Status: In progress
Restore type:  Instant VM Recovery Start time:  6/16/2024 1:13:45 PM

Initiated by: ~ DSIB2117\Administrator

Reason Parameters Log

Message Duration *
4 Binding 000120001672:00142:Veeam-RDMbackup-1718568312511:0:00145 to FC a... 0:00:20

./ Rescanning FC adapter vmhba2 on host dsib1197.drm.lab.emc.com

./ Looking up SCSI LUN for snapshot clone 000120001672:00142:Veeam-RDMbacku...

{# Looking up datastore for SCSI LUN EMC Fibre Channel Disk (naa.60000970000120...

_J Initiating snapshot datastore resignaturing for SCSI LUN naa.600009700001200016... 0:00:02
(. Updating VM configuration 0:00:05

() Registering VM testing_veeam_rdm on host dsib1197.drm.lab.emc.com 0:00:02

. Registering VM 0:00:01

4 No VM tags to restore 0:00:01
2 Updating session history

4 testing_veeam_rdm has been recovered successfully

./ Waiting for user to start migration 5

Open console Close

Figure 156. Veeam_rdm_vm restore

Looking at the restored VM, the RDM is gone as shown in Figure 157. Since Veeam allows the use of pre-
and post-scripts, a manual snapshot could be executed against the RDM device in a pre-script, and then re-
added in a post-script. However, the VMFS and RDM devices would not be consistent if that’s required.
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112

Virtual Hardware VM Options Advanced Parameters

ADD NEW DEVICE ~

> CPU 4 @

> Memory 16 v GB

> Hard disk 1 32 GB

> SCSI controller 0 VMware Paravirtual

> Network adapter 1 VM Network Connected

» CD/DVD drive 1 Host Device (] Connect At Power On
> Video card Specify custom settings

» Other Additional Hardware

Edit Settings | testing_veeam_rdm %

Figure 157. Veeam_rdm_vm post-restore
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SRDF replication

Symmetrix Remote Data Facility, or SRDF, is Dell's premier replication technology for the PowerMax array. It
offers asynchronous, synchronous and active configurations. In this release of PowerMax Plug-in, there is no
direct integration with SRDF. Any replication relationship on the backend is unknown to the PowerMax Plug-

in, but since the snapshot process is designed to work on both the R1 (local read/write) and R2 (remote write
disabled) independently (i.e., snapshots are not replicated) the PowerMax Plug-in works without issue. For

SRDF modes other than active mode (SRDF/Metro), there are no special considerations. SRDF/Metro will be
addressed below.

Snapshots taken against an R2, when an appropriate backup proxy is set, will be scanned for VMs, though
they will have no association with a VMware environment. Yet, these VMs can be used for restores. The next
section will detail how this is accomplished.

Restoring VMs from R2 snapshots

Using the example in Figure 158, an asynchronous SRDF pair, A9 and 14B, exists between arrays
000120001473 and 000120001672.

DZALEMC  Unisphere for PowerMax > 000120001473 ~

(m]=]
o0

()

5 > SRDF Pairs - vm_infr000 (5)
[ |
B Name Configuration Remote Array ID Remote SRDF Group Remote Volume Pair State
0010F RDF1+TDEV 000120001672 5(4) 0010D Consistent

I
2o

Figure 158. SRDF/A pair in Veeam environment

A backup of device 10F was completed in Veeam, which backs datastore VM_DEV_10F_SID_1473 with two
VMs.

Veeam Backup and Replication - 0 x
=+ Home Volume ?
Delete Veeam Al
Snapshot
Manage Volume  Actions Online Assistant
Storage Infrastructure Q 7ype
£ 000120001473:00109 A Namet Host State Size Protected by
£ 000120001473:0010A {51 dsib0199.drm.lab.emc.com dsib0027.drm.lab.emc.com Crash-consistent snapshot 58.6 GB
£ 000120001473:00108 {571 dsib2235.drm.lab.emc.com dsib0049.drm.lab.emc.com Crash-consistent snapshot 116.6 GB

<

A Home
lg@ nventory

(fag Backup Infrastructure

&%

= Storage Infrastructure

£ 000120001473:0010C
£ 000120001473:0010D
£ 000120001473:0010¢
4[5 000120001473:0010F
4§, DailyDefault (00:12:14 Sun, 16 Jun 2024 +0000)
@’ DailyDefault (00:12:15 Sat, 15 Jun 2024 +0000)
@ DailyDefault (00:12:19 Fri, 14 Jun 2024 +0000)
. DailyDefault (00:12:15 Thu, 13 Jun 2024 +0000)
& NaihDafanlt (00:12:10 Wad 12 hin 2024 <00NM o
>

@& alGe 2 ¢

Figure 159. Backup of R1 device with 10F
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Now as the R2 device, 10D, is write-disabled, it is not possible to use the backup workflow in Veeam.
Therefore, the only option is a manual snapshot. Since this wizard was demonstrated in section Manual
snapshots, only an abbreviated display is shown in Figure 160.

New Storage Snapshot

Volume name:
Snapshot name:

Snapshot description:

[oomzoom 672:0010D

\Manual_Rl_1OD_1672

‘ R2 manual snapshot

Storage snapshot Cancel X
Name: Create storage snapshot Status: Success
Action type: Storage Snapshot Creation Start time:  6/16/2024 2:45:34 PM
Initiated by:  DSIB2117\Administrator Endtime:  6/16/2024 2:46:22 PM

Parameters Log

Message

Volume 000120001672:0010D rescan completed
Storage snapshot is ready for restore operations
Job finished at 6/16/2024 2:46:22 PM

Duration
Sending request to create storage snapshot Manual_R2_10D_1672 0:00:02
Storage snapshot created successfully, and will now be scanned for content
LUN 000120001672:0010D configuration refresh completed successfully
LUN 000120001672:0010D from volume 000120001672:0010D is not a VMFS LUN, or the correspending VMware host is not registered with Veeam Backup and Replication 0:00:04
List of VMs on LUN Manual_R2_10D_1672 (21:44:54 Sun, 16 Jun 2024 +0000) from snapshot Manual_R2_10D_1672 (21:44:54 Sun, 16 Jun 2024 +0000) of volume 000120001672:0010D obtained successfully| 0:00:35

>

Figure 160. Manual snapshot of R2 device with datastore

In the log file above, a red box highlights two important outputs from Veeam. The first is that Veeam

recognizes the device is not part of a VMware host or registered. Being an R2 write-disabled device, even if it
is presented to the ESXi hosts, it does not have a mountable datastore. The second line of output, however,
informs the user that Veeam has discovered VMs on the device. Since Veeam uses a proprietary process to
read the device, it does not need a mounted datastore to discover the VMs. However the Host is empty since

the VM is not registered.

=14
)

Veeam Backup and Replication - 0 X
=7 Home Volume ?
Delete Veeam Al
Snapshot
Manage Volume Actions

Storage Infrastructure

s | VUV ISUUV IR WV IVE
£ 000120001672:00103
£ 000120001672:00104
£ 000120001672:00105
£ 000120001672:00106
£ 000120001672:00107
£ 000120001672:00108
£ 000120001672:00109
£ 000120001672:0010A
£ 000120001672:00108
£ 000120001672:0010C
4 (5 000120001672:0010D
30: Manual_R2_10D_1672 (21:44:54 Sun, 16 Jun 2024 +0000)
£ 000120001672:0010E
£ 000120001672:0010F
£ 000120001672:00110
£ 000120001672:00111

Q’,-:‘ 1 an object name to search fo

A Namet Host

{5 dsib0199.drm.lab.emc.com
Ej dsib2235.drm.lab.emc.com

<Unknown >

<Unknown >

v

Crash-consistent snapshot
Crash-consistent snapshot

Size

Online Assistant

Figure 161. Manual snapshot with recorded VM
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Since Veeam has recognized that there is a VM on the R2 device via the snapshot, it is possible to use the
snapshot to restore the VM to the existing infrastructure.

11.1.1 R2 VM restore

When restoring the VM from the R2 snapshot, because the VM has no original location in the vCenter, it must
be restored to a new location.

Instant Recovery to VMware vSphere X

Restore Mode
F ’ Specify whether selected VMs should be restored back to the original location, or to a new location or with different settings.

Machines (O Restore to the original location

Quickly initiate the restore of selected VM to its original location, with the original name and
Restore Mode settings. This option minimizes the chance of user input error.
Host (®) Restore to a new location, or with different settings

Customize the restored VM location, and change its settings, The wizard will automatically populate
Folder all controls with the original VM settings as the defaults.
Reason
Summary

Restore VM tags

< Previous Cancel

Figure 162. Restore R2 VM: Step 1

To demonstrate this, initially all locations are empty as shown in Figure 163. Update them with the appropriate
locations and be sure to rename the VM if the user is restoring to the same location as the R1 VM. Both Host
and Resource Pool must be selected before proceeding.
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Instant Recovery to VMware vSphere X
Host
F ' Select the host to recover machine to.
Machines VM location:
Name Host Resource Pool
Restore Mod, -
oreode E]dsibO‘lQQ,drm.lah,emc.com Q dsib1195.drm.lab.emc.c... (4 Resources
_ (7 dsib2235.drm.lab.emc.com E  dsib1195.drm.lab.emc.c.. (4 Resources
Folder
Reason
Summary
Select multiple VMs and click Host to apply changes in bulk. Host... Pool...
< Previous Finish Cancel
Select Host X || Select Resource Pool X
Select host: @ Select resource pool: @
v (:E’I Hosts v (:E’l Hosts and Clusters
v [ dsib2224.drm.lab.emc.com » E dsib1195.drm.lab.emc.com
v EE Boston
v E'E? Bostor\_CIuster ‘/“' Tvpe in or e Q|
H  dsib0180.drm.lab.emc.com
dsib0182.drm.lab.emc.com Cancel
dsib0184.drm.lab.emc.com

E

E dsib0186.drm.lab.emc.com

H  dsib1194.drm.lab.emc.com

E dsib1195.drm.lab.emc.com
> E' dsib2226.drm.lab.emc.com

q

Cancel

Figure 163. Restore R2 VM: Step 2

In Figure 164, Customize... the VMs with new BIOS UUID and prefixes.
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Instant Recovery to VMware vSphere X
Folder
By default, original VM folder is selected as restore destination for each VM. You can change folder by selecting desired VM and
m' clicking Folder. Use multi-select (Ctrl-click and Shift-click) to select multiple VMs at once.

Machines VM settings

New Name BIOS UUID Folder

Restore Mod e
ore Mode ;. dsib0199.drm.lab.emc.com Preserve vm

Host []Jdsib2235.drm.lab.emc.com Preserve vm

Reason

Summary

VM Settings X
Set name to:

|dsib0199.drm.|ab.emocom I
[ Add prefix:

[F2. |
[ Add suffix:

— o5 o Customize... Folder..

BIOS UUID:
) Preserve BIOS UUID < Previous Az Cancel

Preserving system UUID for the restored VM prevents issues
with applications that match system by UUID.

Generating new UUID prevents possible conflicts between
the restored clone and the original machine.

oK Cancel

Figure 164. Restore R2 VM: Step 3

Review the summary before finishing as shown in Figure 165.

Instant Recovery to VMware vSphere X

Summary
F ' You can copy this configuration information for the future reference.

Machines Summary:
Original machine name: dsib0199.drm.lab.emc.com
Restore Mode New machine name: R2_dsib0199.drm.lab.emc.com
Restore point: less than a day ago (2:44 PM Sunday 6/16/2024)
Host Target host: dsib1195.drm.lab.emc.com
Target resource pool: Resources
F Target VM folder: vm
older

Original machine name: dsib2235.drm.lab.emc.com
New machine name: R2_dsib2235.drm.lab.emc.com
Restore point: less than a day ago (2:44 PM Sunday 6/16/2024)
_ Target host: dsib1193.drm.lab.emc.com
Target resource pool: Resources
Target VM folder: vm

Reason

[J Connect VMs to network
[] Power on target VMs after restering

< Previous Next > Cancel
Figure 165. Restore R2 VM: Summary

The restore completes. Review in the log file as shown in Figure 166.

117 Implementing the Dell PowerMax Veeam Plug-in for Veeam Backup & Replication | h18694 D<A LTechnologies



SRDF replication

Restore Session X
Name: dsib0199.drm.lab.emc.com Status: In progress
Restore type: Instant VM Recovery Start time:  6/17/2024 7:26:55 AM

Initiated by:  DSIB2117\Administrator

Reason Parameters Log

Message Duration
Starting R2_dsib0199.drm.lab.emc.com recovery
Connecting to host dsib1195.drm.lab.emc.com 0:00:01
Locking storage snapshot
Using existing snapshot clone of volume 000120001672:0010D:Manual_R2_10D_16...
Using already mounted datastore snap-1086b934-VM_DEV_10F_SID_1473 on host ...

Updating VM configuration 0:00:14
Registering VM R2_dsib0199.drm.lab.emc.com on host dsib1195.drm.lab.emc.com 0:00:02
Registering VM 0:00:01
No VM tags to restore 0:00:01

Updating session history
R2_dsib0199.drm.lab.emc.com has been recovered successfully
Waiting for user to start migration

Open console

Figure 166. Restore R2 VM: Summary

The restored VM is now available in the vCenter as shown in Figure 167.

B snap-1086b934-VM_DEV_10F_SID_1473 : ACTIONS
Summary Monitor Configure Permissions Files Hosts VMs
Quick Filter Ente
D Name 0\ State
()| & @ R2 dsib0199.drm.lab.emc.com Powered Off
(]| = R2 dsib2235.drm.lab.emc.com Powered Off

Figure 167. Restore R2 VM: vCenter

11.2  SRDF/Metro

The behavior of SRDF/Metro snapshots with the PowerMax Plug-in depends on the presentation of devices.
The key to the configuration is to only add the array to the infrastructure that will be used for snapshots. This
will not limit the ability to use uniform configurations if required, though Dell recommends non-uniform. While
the ESXi hosts can see both paths with uniform, as long as Veeam is only configured for either the R1 or R2,
this is where the snapshot will be taken. If both arrays are needed in the Veeam configuration for other
reasons, then the exact R2 volumes in the Metro pair(s) should be excluded with the previously explained
filtering mechanism. Figure 168 shows an example of excluding the R2 device 4C in the SRDF/Metro pair.
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Edit Volumes -

Select storage volurnes to analyze for the presence of newly added VMs.
Limiting the number of volumes reduces storage load.
O All existing volumes
Al VMFS and NFS volumes found during the periodic storage
infrastructure rescan will be analyzed.
® All volumes except:

Marne Add...
000197600357:0004C

Only the following volurmes:

MName

| 0K | | Cancel

Figure 168. Exclude R2 SRDF/Metro device

If both arrays are configured in Veeam and filtering is not present on one of the devices, Veeam may choose
either of the arrays for the snapshot, potentially causing issues during backup and restore. For example, in
the image shown in Figure 169 in the blue box, Veeam automatically discovered the datastore VM_INFRA_3
and its VMs on device 117 on array 000197600355 (R1). Yet, when a manual backup was executed against
VM dsib2235.Iss.emc.com, Veeam took a snapshot of device 133 on array 000197600450 in the red box,
which is the R2. Filtering is critical to prevent these situations.
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0B NAME CREATION TIME ¢ RESTORE POINTS REPQSITORY PLATFORM

5 000197600450:00214 4/21/2021 3:15PM dsib2017.Iss.emc.com VMware
5 000197600450:00213 4/21/2021 3:15PM dsib2017.Iss.emc.com VMware
5 000197600450:00211 4/21/2021 3:15PM dsib2017.Iss.emc.com VMware
£ 000197600450:00179 4/21/2021 3:15PM dsib2017.Iss.emc.com VMware
5 000197600450:00160 4/21/2021 3:15PM dsib2017.Iss.emc.com VMware
5 000197600450:00151 (iSCSI_1) 4/21/2021 3:15PM dsib2017.Iss.emc.com VMware
& 000197600450:0014€ 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
& 000197600450:00147 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
=
& 000197600450:00133 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
E=

{31 dsib2235.Iss.emc.com 6/9/2021 12:16 PM 1

(71 dsib2018.Iss.emc.com 6/9/202112:16 PM 1

{31 dsib2014.Iss.emc.com 6/9/2021 12:16 PM 1

(71 dsib2013.Iss.emc.com 6/9/202112:16 PM 1
& 000197600450:0009E (VEEAM2) 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
==
&% 000197600450:00083 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
=
&2 000197600450:00052 (TRANSFER_450) 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
& 000197600450:00050 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
=
& 000197600450:0003A (TEST_iSCSI_VEEAM) 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
& 000197600357:00551 (SRA_551_161) 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
=]
& 000197600355:0011E (VM_INFRA_4) 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
=
=%,000197600355:00117 (VM_INFRA_3) 4/2172021 3:15 PM dsib2017.Iss.emc.com VMware

(3 dsib2235.Iss.emc.com 6/8/20219:00 PM 14

{71 dsib2134.Iss.emc.com 6/8/2021 9:00 PM 14

{31 dsib2032.Iss.emc.com 6/8/2021 9:00 PM 14

{31 dsib2018.Iss.emc.com 6/8/2021 9:00 PM 14

(57 dsib2014.Iss.emc.com 6/8/2021 9:00 PM 14

(57 dsib2013.Iss.emc.com 6/8/2021 9:00 PM 14

(51 dsib2012.Iss.emc.com 6/8/2021 9:00 PM 14

(51 dsib2010.Iss.emc.com 6/8/2021 9:00 PM 14

(71 dsib0227.Iss.emc.com 6/8/2021 9:00 PM 14
& 000197600355:00062 (VM_INFRA_2) 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware
& 000197600355:00061 (VM_INFRA_1) 4/21/2021 3:15 PM dsib2017 Iss.emc.com VMware

11.2.1
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Figure 169. SRDF/Metro pair underlying VM_INFRA_3 datastore

SRDF/Metro with Veeam GUI filtering or symavoid.txt

As previously explained, the use of the symavoid.txt file allows the user to exclude a local array from
discovery. While this improves performance for that activity, it may not prevent an unwanted action. The
following situation illustrates the point:

User configures vCenter A with an SRDF/Metro device that is only presented from the R2 array (i.e.,
there are only paths to the R2 device).

A datastore is created on the R2 and then on a VM.

The user configures the symavoid.txt file to contain the R2 array and rescans, which removes the R2
array from Veeam. Presumably this will prevent any snapshot operation against the R2 device.

An attempt is made to back up a VM that is on the SRDF/Metro datastore (R2) and it succeeds,
taking a snapshot of the R1 device instead.

The reason it succeeds is that Veeam looks at the device ID (external WWN) which is from the R1 array.
Since the R1 array is configured, it makes a call to the REST API to take a snapshot of the R1. Now,
technically the data on the R1 and R2 is the same, of course, but if the user then tries to run a restore of the
VM, it is executed on the R1 array. If the Veeam masking view only exists on the R2 and not the R1, the
restore is going to fail. It speaks to the importance in SRDF/Metro of using filtering.

If there are specific requirements in the customer environment that dictate the snapshot must be taken solely
from either the R1 or the R2, use the Veeam GUI to exclude the actual device(s) on the R1 or R2. This
guarantees the PowerMax Plug-in cannot take a snapshot on that array for that device.
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Conclusion

12 Conclusion

This paper demonstrated how to use the PowerMax Plug-in with Veeam Backup & Replication software to
take backups of VMware VMs on the PowerMax array. The array snapshot integration provides a far more
efficient way to back up a virtual environment by reducing CPU, memory and network resources that are
inherent in a host-based solution. The PowerMax Plug-in is able to use existing snapshots for restore, taking
advantage of objects created or manipulated outside of the Veeam interface and providing more options to
the VMware administrator.
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A Error/warning messages

The following sections detail some known issues when using the PowerMax Plug-in. Although these
situations are uncommon, they are included to avoid confusion for the user should they encounter one.

A1 Unisphere version

If an attempt is made to connect to a Unisphere instance that does not meet the version requirements, the
following error shown in Figure 170 is received.

Credentials
ML Specify account with storage administrator privileges.

Name Credentials:

4, smc (smc user, last edited: 6 days ago) v Add...

Credentials

Manage accounts

Dlech. 10443 (&

VMware vSphere

Veeam Backup and Replication X
Apply
Failed to connect to storage 10.228.244.99: Unsupported
Summary Unisphere version 'V9.2.4.9', Version 10.0.1.0 or later is

supported.

< Previous Cancel

Figure 170. Unisphere version connection error

The log file Console_<host>_<user>.log in C:\ProgramData\Veeam\Backup\Console\localhost can be
queried, though it offers similar information. However, if the IP/FQDN does not refer to a Unisphere instance,
then the error shown in Figure 171 is returned.

Veeam Backup and Replication X

Failed to connect to storage 10.228,244.240: Error calling
GetVersion: Unable to connect to the remote server

Figure 171. Generic connection error
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The log file reports the same error as the GUI.

[28.06.2021 09:55:31] <01> Info Response from storage 10.228.244.240: <?xml
version="1.0"?><ValidateConnectionResponce><error>Failed to connect to storage
10.228.244.240: Error calling GetVersion: Unable to connect to the remote
server</error><status>False</status></ValidateConnectionResponce>

A.2 Cleanup failures

A.2.1  Failure to remove snapshot

When a significant number of backup jobs to the Veeam repository are running, it is possible for the
PowerMax Plug-in to fail to unlink the target device from the snapshot during cleanup. If this occurs, the
PowerMax Plug-in will rename the snapshot to VeeamAUX-DeletePending-<timestamp>. This renaming will
then allow the PowerMax Plug-in to retry operations at a later time. Therefore, this condition can be ignored.

If a significant number of these devices are present, their use of array cache could limit future operations. In
such circumstances, the user should execute a rescan of the storage show in Figure 172 which will
automatically remove the snapshot devices in question.

éﬂ Veeam Backup and Replication - 0 X
= Home Storage ?
— x "] [mm
4 St v
-4 L —~
Edit Remove Rescan Veeam Al
Storage Storage
Manage Storage Actions Online Assistant
Storage Infrastructure DJJ' Type in an object name to search for Q
A
4 ‘2_ Storage Infrastructure Name + Reported Size Snapshots Count Last Snapshot
4 P Dell PowerMax £ 000120001672:00148 478 0 <no snapshots>
i 10.228.246.28 £ 000120001672:00147 6MB 0 <no snapshots >
= » £ 000120001672:00145 6MB 0 <no snapshots>
=+ Editstorage... bt
e = 000120001672:00144 6MB 0 <no snapshots >
=% Removestorage =
& 000120001672:00143 6MB 0 <no snapshots>
“Z  Rescan storage £ 000120001672:00142 100GB 4 6/16/2024 9:59 PM
£ 000120001672:00141 150GB 0 <no snapshots>
£ 000120001672:00137 6MB 0 <no snapshots>
/h\ Home E 000120001672:00136 6MB 0 <no snapshots>
& 000120001672:00135 6MB 0 <no snapshots>
!%E Inventory g 000120001672:00134 6MB 0 <no snapshots>
- £ 000120001672:00133.... 100GB 0 <no snapshots >
\fE"g Backup Infrastructure § 000120001672:00131 1678 0 <no snapshots>
. £ 000120001672:00130 1678 0 <no snapshots>
\fg: Storage Infrastructure £ 000120001672:0012F 1678 0 <no snapshots>
@ D k[ w £ 000120001672:0012E 1678 0 <no snapshots>
b= Yl be T "

Figure 172. Rescan storage

A.2.2 Failure to remove linked target device

If the PowerMax Plug-in is unable to delete the linked target device during cleanup, it will rename the identifier
of the device to VeeamAUX-DeletePending. An example of this is shown in Figure 173.
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VEEAM_dsib1197_sg > SG All Details
Details Volumes Data Protection
Add Volumes To SG :
Name Type Capacity (GB) Unreducible (GB) Emulation Status
D 00145 TDEV 0.01 0 FBA Ready
D 0014A:VeeamAUX-DeletePending TDEV 50 0 FBA Ready
D 0014B:VeeamAUX-DeletePending TDEV 50 0 FBA Ready

Figure 173. Undeleted linked targets

Again, this renaming signals the PowerMax Plug-in to clean up the devices at a later time. It is also possible
to manually remove these devices if desired, though they may first have to be removed from the Veeam_xxx
storage group.

A.3 Multi-writer flag

Veeam cannot back up VMs that have the multi-writer flag enabled on a device when dependent mode is set.
This is because VMware does not support snapshotting a dependent mode vmdk. The VM
dsib2019.Iss.emc.com shown in Figure 174 is an Oracle RAC database, and so it requires multi-writer. Notice
that Veeam errors out immediately when it discovers the flag, but also provides the workaround that setting
the mode to independent would allow Veeam to skip the disks.

“ test (Storage Snapshot) x

Job progress: 100% 0 of 0VMs
I

SUMMARY DATA STATUS
Duration: 00:05 Processed: Success: 0
Processing rate: Read: Warnings: 0
Bottleneck: Transferred: Errors: 0
THROUGHPUT (ALL TIME)
Name Action Duration

Job started at 6/17/2024 8:08:05 AM

Building list of machines to process 00:01

VM testing_veeam has dependent mode disks with multi-writer option enabled, skipping (set multi-writer disks mode to independent)

1. Nothing to process: all machines were excluded from task list
1. Job finished with warning at 6/17/2024 8:08:11 AM

Hide Details 0K

Figure 174. Multi-writer flag

A4 VMware Virtual Volumes (vVols)

Veeam does not support backing up vVol VMs. An attempt is made to back up the following VM,
vVol_355_VM_1, in Figure 175, which is located on a vVol datastore.
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[h

@

2\
}

{ v v v
QO

G
Y

Q

& vVol_355_VM_1

& @ vVol_355_VM_1 2 & &8 ACTIONS Vv

Summary Monitor Configure Permissions Datastores

Name .|, ~ Status ~ Type b

I

wWol Norma vWol

o

355.

Figure 175. Veeam backup of a vVol VM

The Veeam log file records the result of the backup as shown in Figure 176. Note in particular the highlighted
portion where Veeam recognizes the datastore is neither on SAN (VMFS) nor NAS (NFS), and therefore
determines it is not snapshot-compatible.

'dsib2224.1ss.emc.com’

, '@ad2ad96-2lae-4fa7-b38a-39313a5cec37".

| Job.Vol_355_VM_1_backup.Backup.log - Notepad - m] X
File Edit Format View Help

[18.05.2021 14:02:20] <@1> Info Got 1 processing entries ~
[18.05.2021 14:02:20] <@1> Info [VM name: ‘wWol 355 VM 1, Host name: 'dsib2224.1ss.emc.com’ Source job ids: []]

[18.05.2021 14:02:20] <0@1> Info Allowed repositories: All

[18.05.2021 14:02:20] <0@1> Info [ViTaskBuilder] Prepare SAN availability information for VMs

[18.05.2021 14:02:20] <0@1> Info [ViTaskBuilder] Prepare SAN availability information for VM: ‘vWol 355 VM 1°

[18.05.2021 14:02:20] <@1> Info [ViVmStorageIntegrationChecker] Detecting storage snapshot compatibility for datastores on ‘vwWol_355_VM 1° WM
[18.05.2021 14:02:20] <01> Info [VirtualMachine] Obtaining list of datastores that the next snapshot will use

[18.05.2021 14:02:20] <@1> Warning [TryOverrideApiVersion] The native API version [7.8.2] for VC [dsib2224.1ss.emc.com] was changed to current max
supported [7.0.1]

[18.05.2021 14:82:20] <@1> Info [VirtualMachine] Snapshot directory was not specified or equals VMX directory

[18.05.2021 14:02:20] <01> Info [VirtualMachine] Considering all datastores on which VM's disks are located as snapshot holder datastores
[18.05.2021 14:02:20] <@1> Info [ViVmStorageIntegrationChecker] Checking storage snapshot compatibility for '355_wVol® datastore.

[18.05.2021 14:02:20] <@1> Info [DatastoreSANInfo] Datastore '355_vVol®' ('datastore-10010') LUNs and NFS information from

[18.05.2021 14:02:20] <01> Info [ViVmStorageIntegrationChecker] Datastore ‘355 vVol', ‘datastore-10010' storage information from DB:

[18.05.2021 14:02:20] <0@1> Info [ViVmStorageIntegrationChecker] Datastore ‘355 vVol', ‘datastore-10018°' is not on SAN or NAS volumes.

[18.05.2021 14:02:20] <@1> Info [ViVmStorageIntegrationChecker] Can't find datastore LUNs or information in Backup Infrastructure for

'355_wWol' datastore.

[18.05.2021 14:02:20] <01> Info [ViVmStorageIntegrationChecker] *vwVol 355 VM 1' VM is not storage snapshot compatible.

[18.05.2021 14:02:20] <0@1> Info [ViTaskBuilder] Launch snapshot transfer discovering

[18.05.2021 14:02:20] <@1> Info [ViTaskBuilder] Update VM backup from snapshot transfer status

[18.05.2021 14:02:21] <@1> Info [Crypto] Encrypted DB entities will be saved v
Windows (CRLF) Ln 1, Col 1 100%

A5

125

Figure 176. vWol VM backup

Duplicate extents

A condition can exist where a restore operation will fail because more than one copy of a VMFS datastore is
presented to a recovery host. This may be the result of previously failed Veeam restores or operations that
take place outside of Veeam. The failure will appear similar to Figure 177 which lists multiple devices that are
not the ones that need resignaturing.
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Restore Session X
Name: veeam_rdm_vm Status: Failed
Restore type:  Instant VM Recovery Start time:  4/25/2021 2:58:12 PM
Initiated by:  DSIB2012\Administrator End time:  4/25/2021 2:59:27 PM

Reason Parameters Log

Message Duration *

V] Snapshot clone 000197600355:0007E:Veeam-VM_VMFS_RDM_backup:1619373724:... 0:00:04
2 Binding 000197600355:0007E:Veeam-VM_VMFS_RDM_backup:1619373724:0015B t... ~ 0:00:05
() Rescanning FC adapter vmhba2 on host dsib0186.Iss.emc.com 0:00:02
{ Looking up SCSI LUN for snapshot clone 000197600355:0007E:Veeam-VM_VMFS_...

() Looking up datastore for SCSI LUN EMC Fibre Channel Disk (naa.60000970000197... 0:00:15
O Initiating snapshot datastore resignaturing for SC5I LUN naa.600009700001976003...  0:00:02

Unblndlng m1976w355 wi Y LA VBACC DORA L L 1210270724001 L.00.04
Initiating snapshot datastore resignaturing for SCSI LUN
Rescanning FC adapter vi

naa.60000970000197600355533030313542:1,naa.6000097000019760035553303

0313336:1,naa.60000970000197600355533030313335:1 on host
dsib0186.Iss.emc.com Error: There are one or more devices on host
dsib0186.Iss.emc.com that do not belong to any VMFS datastore you are

trying to restore from. Please detach these devices.

Cleaning up VM mount
(7 Deleting snapshot clone v

2 Canceling backup file loc
€ Failed to publish VM veea

|
Close

Figure 177. Failed restore operation due to multiple extents

The message itself is not explicit but reviewing the log file shown in Figure 178, Veeam notes that it cannot
resignature a volume that has multiple extents. However, there aren’t multiple extents, rather there are
multiple devices, each with an extent.

| IR.veeam_rdm_vm Mount.log - Notepad - O X

File Edit Format View Help

VM_VMFS_RDM_backup:1619373723:0015B", Internalld: '000197600355:0007E:Veeam-VM_VMFS_RDM_backup:1619373723:00158°, Snapshot: A
‘Snapshot: ‘Name: '000197600355:0007E:Veeam-VM_VMFS_RDM_backup:1619373723:0015B°, Internalld: '000197600355:0007E:Veeam-
VM_VMFS_RDM_backup:1619373723:00158", CreationTimeUtc: '"", Volume: ‘Name: '0©00197600355:0007E', Internalld:

'000197600355:0007E" " * * was successfully created for SAN snapshot LUN: *Veeam-VM_VMFS_RDM_backup (4/25/2021 6:02:03 PM)"
[25.04.2021 14:42:40] <01> Info [San] Mounting created clones for VM ‘veeam_rdm_vm'

[25.04.2021 14:42:40] <01> Info [San] Mounting clones to ESX ‘dsib@186.lss.emc.com’ :

[25.04.2021 14:42:40] <01> Info '000197600355: 0007E : Veeam-VM_VMFS_RDM_backup:1619373723:00158"
("000197600355:0007E : Veeam-VM_VMFS_RDM_backup:1619373723:00158")

[25.04.2021 14:42:40] <01> Info [San] Launched mounting storage snapshot clone operation id 'be3e89f9-7709-46ee-b8f0-
6df18769d7d1’

[25.04.2021 14:43:10] <@1> Error Failed to mount clones of snapshots for 'EsxHostId "47fefe72-ablc-426e-al101-27805ca7f9%5",

VmName “veeam_rdm_vm', MountInfos: [SanSnapshotLUNId ‘aa6ab982-c7f2-4bf6-bb78-1942c27f5b89', EsxHostId ‘47fefe72-ablc-426e-al0l-

278085ca7f9e5', SnapshotCloneInfo: ‘Name: °"000197600355:0007E:Veeam-VM_VMFS_RDM_backup:1619373723:00158B', Internalld:
'000197600355: 0007E : Veeam-VM_VMFS_RDM_backup:1619373723:0015B°, Snapshot: *Snapshot: ‘Name: '080197608355:0007E:Veeam-

VM_VMFS_RDM_backup:1619373723:00158", Internalld: 900197690355 ©007E:Veeam-VM_VMFS_RDM_backup:1619373723:80158", CreationTimeUtc:
‘', Volume: 'Name: '000197600355: BBB7E', Internalld: "©00197600355:0007E'" ", VmName ’veeam_rdm_vm']’

[25.04.2021 14:43:10] <@1> Error Failed to resign volumes that span extents

' /vmfs/devices/disks/naa.60000970000197600355533030313542:1, /vmfs/devices/disks/naa.60000970000197600355533030313336:1, /vmfs/devic

es/disks/naa.60000970000197600355533030313335:1". Destination host: “"host-14187'. (Veeam.Backup.Common.CRegeneratedTraceException)
[25.94.2021 14:43:710] <0I> Error Server stack trace: v

rAr Aa Anna aa 4 anl .oa.

Windows (CRLF) Ln1, Col1 100%

Figure 178. Restore log file with failed multiple extents listed

In ESXi in the red box as shown in Figure 179, these extents can be listed with the command esxcl1i
storage vmfs snapshot list.Here two different datastores have multiple copies. These extra
devices/extents might be the result of Veeam operations or SnapVX linked targets performed through a
different interface, i.e. Unisphere for PowerMax.
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g dsib0186.1ss.emc.com - PuTTY

VMES UUID:
ount: £
on for un-mountability: duplicate extents found
ignatu fal
on for non-resignaturability: xtents found
olved Extent Count: 2

56-801844el2ab2
ntability: duplicate extents found

aturability: duplicate extents found

Figure 179. esxcli listing of multiple extents

Using the naa numbers listed in Figure 178, the devices for the VEEAM datastore are found to be 135 and
136, and these are devices from failed restores in the Veeam storage group shown in Figure 180. This is an
unexpected state, indicating something went wrong previously with a cleanup. But because these devices
have the identifier of VeeamAUX-DeletePending, they can be safely removed from the storage group and

deleted.
Storage Groups > VEEAM_backup

DETAILS VOLUMES PERFORMANCE DATA PROTECTION
Create Add Volumes To SG Zite 3 @
Name ~ Type Allocated (%) Capacity (GB) Emulation Status =

|__] 00136:VeeamAUX-DeletePending TDEV u 6% 200.00 FBA Ready

[_] 00135:VeeamAUX-DeletePending TDEV | ] 6% 200.00 FBA Ready

] 00055 TDEV 0% 0.01 FBA Ready

Figure 180. Devices from failed Veeam restore operations

Once the devices are removed, the extents for the volume name VEEAM are no longer listed in esxcli as
shown in Figure 181 and the restore will succeed. Only the datastore UNMAP_150 remains.

_af'j‘ dsib0186.Iss.emc.com - PuTTY

VMFS UUID:

ntability: extents found
1se

extents found

[root@dsib01¢
Figure 181. esxcli listing of multiple extents removed
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A.6 Copy Session source

When conducting a backup, the user receives the following error message about a Copy Session source in
Figure 182:

22 October 2024 07:33:35

Success 1 Start time 07:33:35 Total size 24718 Backup size  49.8 GB Creating 5101302 sna0shots for badkuo
Falled to create snapshot for LUN 0002: 500108 Details: Ermor calling CreatevolumeSnapshot: {'message": A problem occurred creating the
napshot resource: Cannot use the device for this function because it is a Copy Session source}
Falled to create snapshot for LUN 0002; 10010 Details: Error calling CreatevolumeSnapshot: {"message":"A problem occurred creating the
Warning 7 End time 07:39:19 Data read 5068 Dedupe 42.3x napshot resource: Cannot use the device for this function because it is a Copy Session source™
Processing wipgb3voneo0]
Processing wipgb3dhcp001
Processing wipgb3rdsho01
Error 0 Duration 0:05:43 Transferred | 16.4 GB Compression  0.8x Processing wipgb3hzgwo01

Processing wipgb3rdcb001
Pracessing wipgb3enup001
2

Figure 182. Cannot create snapshot due to Copy Session

Further review of the symapi.log file contains similar errors:

10/22/2024 06:35:26.769 3236 16822 EMC:UNIVMAX svx control The SNAPVX
'Establish' operation FAILED on device: [ 010B - N/A ] (SID: 000220001234 with:
Cannot use the device for this function because it is a Copy Session source

10/22/2024 06:35:27.003 3236 16822 EMC:UNIVMAX svx control The SNAPVX
'Establish' operation FAILED on device: [ 010C - N/A ] (SID: 000220001234) with:
Cannot use the device for this function because it is a Copy Session source

The error means that the devices, 10B and 10C, are actively being used by another process that does extent
copying like SnapVX. In the case of VMware this is the VAAI primitive XCOPY. VMware issues VAAI
primitives to the array to offload certain activities such as cloning or Storage vMotion. As backups are typically
run during maintenance windows or low activity, there is normally no conflict between these two operations;
however, if Storage DRS (SDRS) is configured, particularly at an aggressive setting, these errors in Veeam
are possible. In such circumstances, care must be taken to minimize the overlap between the specific
VMware activities that use XCOPY and Veeam backups.
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B Technical support and resources

Dell.com/support is focused on meeting customer needs with proven services and support.

B.1 Related resources

B.1.1 Dell
The Dell PowerMax and VMware vSphere Configuration Guide
https://infohub.delltechnologies.com/t/dell-powermax-and-vmware-vsphere-configuration-guide-1/
Unisphere for PowerMax
https://support.emc.com/products/44740 Unisphere-for-PowerMax/Documentation/
Using VMware vSphere Storage APlIs for Array Integration with Dell PowerMax
https://www.delltechnologies.com/asset/en-us/solutions/infrastructure-solutions/technical-
support/h8115-powermax-vmware-vaai-wp.pdf

B.1.2 Veeam

Backup and Replication Guides
https://www.veeam.com/documentation-quides-
datasheets.html?productld=8&version=product%3A8%2F221

https://helpcenter.veeam.com/docs/backup/vsphere/overview.html?ver=120

B.1.3 VMware

VMware vSphere
https://docs.vmware.com/
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http://www.dell.com/support
https://infohub.delltechnologies.com/t/dell-powermax-and-vmware-vsphere-configuration-guide-1/
https://support.emc.com/products/44740_Unisphere-for-PowerMax/Documentation/
https://www.delltechnologies.com/asset/en-us/solutions/infrastructure-solutions/technical-support/h8115-powermax-vmware-vaai-wp.pdf
https://www.delltechnologies.com/asset/en-us/solutions/infrastructure-solutions/technical-support/h8115-powermax-vmware-vaai-wp.pdf
https://www.veeam.com/documentation-guides-datasheets.html?productId=8&version=product%3A8%2F221
https://www.veeam.com/documentation-guides-datasheets.html?productId=8&version=product%3A8%2F221
https://helpcenter.veeam.com/docs/backup/vsphere/overview.html?ver=120
https://docs.vmware.com/
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