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Revision history
The following table presents the revision history of this document.

Table 1 Revision history

Revision Date Description
02 January 2019 | Published with release of RecoverPoint for VMs 5.2.1.
01 July 2018 First release of RecoverPoint for VMs 5.2.

Purpose of the basic configuration installation

Thank you for choosing RecoverPoint for Virtual Machines, a virtualized solution that
provides data replication, protection, and recovery within the VMware vSphere
environment. This guide provides a step-by-step explanation for installing a basic
configuration to replicate virtual machines between two sites. This installation is
targeted at low-scale environments with minimal redundancy and can be used to show
proof of concept.

Using this guide, you create RecoverPoint for VMs clusters and connect them to form
a working replication system.

For more advanced installations, refer to the RecoverPoint for Virtual Machines
Installation and Deployment Guide. For larger scale configuration information, refer to
the RecoverPoint for Virtual Machines Scale and Performance Guide. These guides may
be found at https://support.emc.com/.

Terminology

If you are new to RecoverPoint or VMware architectures, review these definitions
before continuing.

vRPA

The virtual RecoverPoint Appliance is a data appliance that manages data
replication. You create the vRPAs you need by using the vSphere web Client from
the vCenter Server.

VvRPA cluster

A group of up to 8 vRPAs in the same cluster that work together to replicate and
protect data. In this installation process, you create 2 vRPA clusters with 2 vRPAs
in each cluster.

RecoverPoint for VMs plug-in

The vSphere web client user interface for managing VM replication. The plug-in is
installed automatically after the vRPA cluster has been installed.

RecoverPoint for VMs splitter

Proprietary software that is installed on every ESXi host in an ESXi cluster that is
involved in RecoverPoint for VMs replication or running virtual RPAs. The splitter
splits every write to the VMDK and sends a copy of the write to the vRPA and
then to the designated storage volumes. It is installed automatically after you
register the ESXi cluster.

2 RecoverPoint for Virtual Machines 5.2 Basic Configuration Installation Guide
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RecoverPoint for VMs system

One or more connected VRPA clusters. Use this document to configure a
RecoverPoint for VMs system that connects two vVRPA clusters, one at each of
two sites.

VvRPA LAN network
VRPA cluster management network that is used for communication between
vRPAs and to other entities such as the vCenter.

VvRPA WAN network
vRPA inter-cluster network that is used for communication between vRPA
clusters. The basic configuration uses a unified topology: a single WAN+LAN
network. This topology does not require an additional gateway to communicate
between sites.

VRPA data (IP) network
Data network that is used for traffic between the vRPA and the ESXi splitter.

Terminology 3
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Reference architecture

For ease of deployment and proof of concept, this guide uses a reference architecture
that features a basic configuration that includes:

e Two vRPA clusters, one at Site A and one at Site B
e Two vRPAs at each vRPA cluster

e Two vCenters

e Two ESXi hosts on each vCenter

e Two vNICs per vRPA, one for LAN + WAN and the other for data (IP)
communication

e One VMkernel port for each ESXi

Note

Other network topologies can be deployed. For more information, refer to the
RecoverPoint for Virtual Machines Installation and Deployment Guide.

The goal of this guide is to establish replication by deploying a single consistency
group between Site A and Site B.

The steps include creating two vRPAs in a vRPA cluster at each site and connecting
these two VRPA clusters to enable replication between the sites.

The examples in this guide are based on the reference architecture in Figure 1 on page
5.

4 RecoverPoint for Virtual Machines 5.2 Basic Configuration Installation Guide
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Figure 1 Reference architecture for the basic configuration
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Reference architecture 5
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Assumptions

This procedure provides a limited installation of RecoverPoint for proof of concept.
The procedure assumes various environmental characteristics.

¢ You have installed the latest version of Google Chrome, Firefox, or Internet
Explorer browser on the workstation that you use for this installation.

e Screenshots in this document are taken from a vSphere 6 Update 2 environment.
Screens may appear slightly different when using a different version.

¢ RecoverPoint for VMs Release 5.2 supports the vSphere versions that are listed in
the Simple Support Matrix, which is available at https://elabnavigator.emc.com
and contains the most up-to-date information.

¢ This guide assumes |IP communication between the ESXi hosts and the vRPAs.
The IP communication mode requires vSphere 6.0 and later.

e vSphere Web Client is available on both vCenters.

Before you begin

Before you begin this installation make sure that you prepare for the installation.

¢ Download the vRPA OVA file for RecoverPoint for VMs from https://
support.emc.com/downloads.

1. Perform a search in the Type a Product Name text box for RecoverPoint
for Virtual Machines.

2. Locate and download RecoverPoint for Virtual Machines 5.2 Installation Kit.
Ensure that you select version 5.2.
Example of downloaded file:
RecoverPoint for Virtual Machines 5.2 Installation Kit md5
_checksum.zip

3. Extract the . zip file that contains the OVA file that is needed for the
installation.

e Select an IP segment from which IPs are allocated for ESXi hosts and vRPAs
(recommended on a dedicated VLAN).

e Select a network segment— any standard VLAN with three unassigned IPs for
each cluster. This network segment is used for management of vRPAs, vRPA
cluster management, and data transfer between the clusters.

e For each vRPA, open firewall ports for inbound and outbound TCP/IP
communication. Ports 5020, 5040, 5042, 5044, and 5050 are required for
communication between the vRPAs and the ESXi splitter. For more detailed
information, refer to the RecoverPoint for Virtual Machines Security Configuration
Guide.

e If you have a network firewall installed in the environment, open firewall ports 443
and 7225 between vCenter and vRPA.

e Ensure that you have at least one VM for protection in Site A.
e Ensure that you have datastores with free space, as follows:
= Site A

6 RecoverPoint for Virtual Machines 5.2 Basic Configuration Installation Guide
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— 100 GB for system usage (not including protected VM)

— 3 GB per protected VM, for journaling
These datastores must be shared between the ESXi hosts within the ESXi
cluster that hosts the vRPAs.

= SiteB
— 100 GB for system usage
— Size of Site A protected VMs

— 10 GB per protected VM, for journaling
These datastores must be shared between the ESXi hosts within the ESXi
cluster that hosts the vRPAs.

e Plan for 8 GB memory and 8000 MHz CPU in each ESXi cluster for each site. This
requirement assumes using a Bronze vRPA (2 vCPU and 4GB). For larger
deployments, use the RecoverPoint for Virtual Machines Installation and Deployment
Guide.

e Ensure that vSphere Web Client with Client Integration Plug-in is installed (see
high-level steps in Appendix A: Install vSphere Client Integration Plug-in).

e Ensure that all server clocks, including ESXi hosts and vCenters, are synchronized
using NTP. Time differences may affect VMware vCenter certificate
authentication resulting in possible installation failure.

e A persistent scratch location on each ESXi host is required for storing splitter
configuration information. The scratch location (/scratch/log) requires at least 50
MB of free storage space on a permanently available persistent storage device.

¢ Related RecoverPoint for VMs guides are available at https://support.emc.com/:
»  RecoverPoint for Virtual Machines Scale and Performance Guide
m  RecoverPoint for Virtual Machines Security Configuration Guide
m  RecoverPoint for Virtual Machines Installation and Deployment Guide

m  RecoverPoint for Virtual Machines Administrator's Guide

Overview of the basic configuration installation flow

The basic installation flow that is described in this guide includes these high-level
steps:

Table 2 Installation flow

Order of installation flow Section of this guide

Gather the necessary data. Data preparation

Deploy the OVA for Site A vRPA 1, and repeat | Deploy vRPA OVA on page 9
for Site A VRPA 2.

Configure the vRPA cluster for Site A and e Configure VRPA cluster on page 13

verify successful deployment.
e Verify deployment success on page 18

Deploy the OVA and configure the vVRPA Deploy vRPA OVA on page 9

luster for th te site, Site B. .
cluster for the remote site, Site e  Configure vRPA cluster on page 13

e Verify deployment success on page 18

Overview of the basic configuration installation flow 7
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Table 2 Installation flow (continued)

Order of installation flow Section of this guide

Connect the vRPA clusters between Site A Connect Site A and Site B vRPA clusters on

and Site B. page 19

Establish and verify replication between e Protect a virtual machine on page 21

production copy at Site A and remote copy at

Site B e Verify replication status on page 25

Register the RecoverPoint for VMs system Final RecoverPoint for VMs installation steps
on page 28

Data preparation

Before beginning this installation, use these forms to collect data that is required for
the installation.

Table 3 Common to all vRPAs

Property Site A [Site B |Notes

vCenter IP address

Cluster name

Datastore name System usage - use of several datastores is
optional.

Time zone

Local domain
(optional)

Primary DNS server
IP (optional)

Secondary DNS
Server |IP (Optional)

NTP server
(recommended)

VRPA cluster
management |IP

vCenter credentials

WAN + LAN/subnet
mask

IP subnet mask

VMkernel IP pool
range

8 RecoverPoint for Virtual Machines 5.2 Basic Configuration Installation Guide
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Property |SiteA_VvRP |SiteA_vRP |SiteB_vRPA1 |SiteB_vRP | Notes
Al A2 A2

WAN + LAN

P

Data IP

Deploy VRPA OVA

Deploy the OVA on two virtual Machines at Site A, then power on the vRPAs.

Procedure
1. Connect to the vSphere Web Client.
2. In the Navigator, click Hosts and Clusters.
3. Select the ESXi cluster or specific ESXi host on which to deploy the vVRPA VM.
4. To deploy the OVA, right-click the cluster or host, and select Deploy OVF

template.

fi=

vmware* vSphere Web Client

Navigator K ] rocaicuster T [G
4 Back Summary | Monitor Config
2 | & a8 Q LocalCl
v [[AVC.etss loca = = Total Prc
v [fqLocal-DC | l I Total vM

T§' Local-Cluster

D nesxii etss [EF Actions - Local-Cluster

[ nesxi2.etss g Add Host..

& vm1 (@ Move Hosts into Cluster

5 vm2 New Virtual Machine »
New vApp »

New Resource Pool

Restore Resource Pool Tree

Storage

Host Profiles

The vRPA reserves the virtual machine resources to ensure that the targeted
environment has enough resources.

5. After selecting Deploy OVF template, you might receive the following pop-up.
Clear the Always ask before allowing this site checkbox, and then click Allow.

Deploy vVRPA OVA
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This site i using VMware Client Integration Plug-In. Do you want to allow it to acoess
YOur oparating sysbem?

Frotocol: hitps
Hostname: vm-p-lab-h-118

Port: 5443
Alovw Deny (mstomatic in 262 seconds)

|IF Abways sk bafore sl H’:‘::il:&]

D At e
6. In the Select template step of the Deploy OVF Template wizard:

a. Click Browse.

b. Locate the OVA file, and then click OK.

c. Click Next.

¥# Deploy OVF Template 2 »

1 Selectiemplate Select template

Select an OVF template
2 Selectname and location

Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your computer,
such as a local hard drive, a network share, or a CD/DVD drive

5 Selectstorage O URL
6 Readyto complete E|
*) Local file
Browse file(s) selected, click Next to validate

8 Use multiple selection to select all the files associated with an OVF template (.ovf, .vmdk, etc

| Next | Cancel

7. In the Select name and location step, select a VM folder in which to locate the
VRPA, and type a meaningful name (to replace the filename). For example:

#g Deploy OVF Template 21 M
+ 1 Selecttemplate Select name and location
Enter a name for the OVF and select a deployment location
2 Selectname and locafion
3 Selecta resource Name [SiteAvRPAT |

4 Review defails -
Filter | Browse |

5 Selectstorage
Select a datacenter or folder.

6 Readyto complete
w [F1VC etss local

» [fg LocalDC

— S

8. Inthe Select a resource step, select where to run the template.

## Deploy OVF Template 2)

« 1 Selectiemplate Selecta resource
Selectwhere to run the deployed template.
~ 2 Selectname and location

_—

4 Review defails

Select a host or cluster or resource pool or vapp.

w [lgLocal-DC

6 Readyto complete [> Tl Local-Cluster

Back | Next | Cancel

5 Selectstorage

10 RecoverPoint for Virtual Machines 5.2 Basic Configuration Installation Guide
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10.

1.

12.
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In the Review details step, click Next.

## Deploy OVF Template (7}

+ 1 Selecttemplate Review details
Verify the template details
' 2 Selectname and location

+ 3 Selecta resource
i\ The OVF package contains advanced configuration options, which might pose a security risk, Review the advanced

4 R 'w details configuration options below, Click nextto accept the advanced configuration options.

5 Acceptlicense agreements

Product EMC RecoverPoint for Vids vRPA
& Selectconfiguration eraon 521
7 Selectstorage Vendor EMC
8 Selectnetworks Publisher @ No certificate present
9 Customize emplate Download size 14 GB

2.8 GB (thin provisioned)

35.0 GB (thick provisioned)

EMC RecoverPoint Virtual Appliance

rel5.2.5P1_c 215

Extra configuration  RecoverPointEntityType = RP4VMs appliance

isolation.tools guestinitiatedUpgrade disable = true

isolation tools updateTools disable = true

answer.msg hbacommon askonpermanentdeviceloss = Retry

Back Next | Cancel

10 Ready complete Size on disk

Description

Scroll to the bottom of the Accept License Agreements window. If you accept
the terms, click Accept, and click Next.

¥gl Deploy OVF Template 7"

1 Selecttemplate Acceptlicense agreements

Read and accept the license agreements associated with this template before continuing.
2 Selectname and location

v
v
' 3 Selecta resource
W/ 4 Review details COMMERCIAL TERMS OF SALE a

5 Acceptlicense agreements (United States)

) Unless otherwise agreed by the Suppliers (defined below) in writing, these
6 Selectconfiguration Commercial Terms of Sale (CTS) apply to direct commercial and public sector purchasers of
7 Selectstorage hardware, software and services and commercial end-users who purchase through a reseller ("Customer”).
By using this product, Gustomer accepts and is bound by the CTS
8 Selectnetworks

The term "Suppliers" means, as applicable:

9 Customiz amphte EMGC Corporation ("EMC")
176 South Street
Hopkinton, Massachusetts 01748
or
Dell Marketing L.P. ("Dell")
One Dell Way
Round Rock, Texas 78682
Email for Legal Notices: Dell_Legal_Notices@dell.com

10 Ready o complete

Customer may buy or license Products, buy Services, or both, frem one or both Suppliers
under the CTS, or from an Affiliate that provides Customer a quote referencing the CTS
The General Terms below apply to Suppliers and to Affiliates who provide preducts and
services pursuant to the CTS, unless stated otherwise.

The Supplier or Affiliate that issues the quote to Customer is solely responsible to

Back | Next | Cancel

Select the desired deployment configuration. The default configuration is 2x
CPU/8 GB RAM, but for this installation, the smaller configuration (as shown)
is adequate. Click Next.

¥4 Deploy OVF Template (2} p

1 Selecttemplate Select configuration

Select a deployment configuration
2 Selectname and location

v
v
' 3 Selectaresource
W
v

| Configuration: [ 2xGPU /8GB RAM v ]
4 Review details Description Resource use
5 Acceptlicense agreements CPU=2 Cores, Memory=8GB RAM, Storage=35GB Disk.

VRPA CPU and memory resources affect the number of VMs that can be protected by the vRPA cluster and

6 Select configul the maximum IOPS and throughput that can be replicated by the vRPA.

For more information see the RecoverPoint for Virtual Machines Installation and Deployment Guide.
7 Selectstorage Note: This configuration can be manually modified later through the vSphere web client

8 Selectnetworks
9 Customize emplate

10 Ready® complete

Back | Ne. | Cancel

In the Select Storage step, select a datastore (see "Data Preparation") on
which to deploy the VRPA.

Deploy vVRPA OVA 1
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If you are using storage policies, select a policy that is based on the
requirements. These requirements might include redundancy, speed, and back-
up, among others.

Click Next

@ Deploy OVF Template 2 »

Select storage
Select location to store the files for the deployed template.

1 Selecttemplate

2 Selectname and location

Selectvirtual disk format \ Thick provision lazy zeroed v

4 Review details VM storage policy: \ None v

5 Acceptlicense agreements

v

v

+ 3 Selecta resource
v

~ [] Show datastores from Storage DRS clusters @
v

6 Selectconfiguration —
Filter |

7 Selectstorage r
‘ Datastores | Datastore Clusters

8 Selectnetworks

9 Customize template ® (B (o -
10 Readyto complete feme 1a|Status i s pouy Copncly e
O B DS_Journals @ Normal VM Encryption P. 199.75 GB 198.8 GB
@) B DS_Repository @® Normal VM Encryption P. 1475 GB 1387 GB
H DS_vMs @ Normal VM Encryption P. 249.75 GB 168.35 GB
@ Nomal VM Encryption .. 84.75 GB 838 GB
‘ : »
ho 4 Objects [5Copy~

Back | Next Cancel

13. Select the port group for the vVRPA management network, also known as the

LAN network. This network is used also for the WAN network (see reference
architecture). Click Next.

#¢ Deploy OVF Template 2) W

Select networks
Select a destination network for each source network

1 Selecttemplate
2 Selectname and location

3 Selecta resource

Source Network

RecoverPoint Management Network

5 Acceptlicense agreements
6 Select configuration
7 Selectstorage

9 Customize template

v
v
v
+ 4 Review defails
v
v
v

10 Readyto complete

IP Allocation Settings

IP allocation: Static - Manual €@

Back | Next | Cancel

IP protocol: | IPv4 =

14. Type the IP address, Subnet Mask, and Gateway. Click Next.

¥@ Deploy OVF Template 20
+ 1 Selectiemplate Customize template
Customize the deployment properties of this software solution

+ 2 Selectname and location
+ 3 Selecta resource © Al properties have valid values Show next. Collapse all
W ARSI ~ VRPALAN Settings 3 settings
+ 5 Acceptlicense agreements

> - Gateway To use DHCP, enter 0.0.0.0 for IPv4 or 0::0 for IPv6. To use separate network adapters for WAN and LAN
+ 6 Selectconfiguration must use stalic IP addresses
v T Selectstorage featesot
+ 8 Selectnetworks IP Address To use DHCP, enter 0.0.0.0 for IPv4 or 0::0 for IPv6. To use separate network adapters for WAN and LAN

must use static IP addresses
192.168.0.51 |

9 Customize emplate

10 Readyto complete

Subnet Mask To use DHCP, enter 0.0.0.0 for IPv4 or 0::0 for IPv6. To use separate network adapters for WAN and LAN

must use static IP addresses
| |255 255.255.0 |

seck Cancel

12 RecoverPoint for Virtual Machines 5.2 Basic Configuration Installation Guide
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15. Review the summary, and click Finish.

¥ Deploy OVF Template (2) »
' 1 Selecttemplate Readyto complete .
Review configuration data.
v/ 2 Selectname and location
3 Selecta resource Name: SiteA_VRPA1
V' 4 Review details Source VM name EMC_RecoverPoint_vRPA-RP4VMs_rel5 2.SP1_c.215_md5_ad161804027d00e5¢33e584231
" B Acceptlicense agreements Download size 14GB
v 6 Selectconfiguration Size on disk 350GB
W T Selectstorage Datacenter Local-DC
' 8 Selectnetworks Resource Local-Cluster
" 8 Customize template Deployment configuration 2x CPU / 8GB RAM
v b Storage mapping 1
+ Network mapping 1
» P allocation settings |Pv4, Static - Manual
Gateway = 192.168.0.1
Properties |P Address = 192.168.0.51
Subnet Mask = 255.255.255.0
“ i »
Back X | Finish | Cancel

16. Repeat steps 4-15 for SiteA_vRPA2.

17. When finished, ensure that both vRPAs are powered on. If not, power them on.
Results
You have finished deploying the vRPAs and are ready to configure the vRPA clusters.

Configure vRPA cluster

Use the RecoverPoint for VMs Deployer to configure both vRPAs of the cluster.
Procedure

1. Connect to the RecoverPoint for VMs Deployer by opening a web browser and
entering the address of the first vRPA:

https://first vRPA IP

2. At the bottom of the page, click Install a vRPA cluster.

RecoverPoint for VMs
Deployer

This tool gives you control over your
RecoverPoint for VMs infrastructure and

allows you to install, connect, upgrade, and
maintain your vRPA clusters.

H RecoverPoint for VMs

=
RecoverPoint for VMs redefines data
rotection for VMware Virtual Machines and
mple operational and disaster
yery solution at the VM level.

Maore actions:

{3} Install a vRPA cluster O Connect VRPA clusters T Upgrade a vRPA cluster Modify vRPA clust
Use this wizard to install a new Oo After installing vRPA clusters, use Use this wizard to upgrade a vRPA Replace vRPA

wRPA cluster. this wizard to connect them. cluster. Add vRPAs to vRP/

B BOR o

Configure vRPA cluster 13
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The Deployer tries to connect automatically to the repository for the Version
Requirements file.

3. Inthe Version Requirements Verification window, click Next.

E ~ Version Requirements Verification

Version verifying completed successfully. Click Next to continue.

==
=1 Installation
Prerequisites

8 Deployment Progress

4. Type user credentials with administrator privileges, and connect to the vCenter
by clicking Connect.

~ vCenter Information
E Version Requirements

192.168.0.6
443

[— ] administrator@vsphere.local
—]
[—]

° Environment Settings

5. A pop-up may prompt you to confirm the SSL certificate. Accept the certificate
by clicking Confirm.

Confirm vCenter's SSL Certificate

Security notice:
The vCenter server certificate is not trusted by the RPA. If you trust this server, you may confirm the certificate to proceed.
Otherwise click Cancel and install a trusted certificate on the server.

Certificate Properties:

Issued by:
CA

Issued to:
VC.etss.local

Validity:
issuedOn Tue, 23 May 2017 10:47:43 GMT
Expires On Tue, 18 May 2027 10:47:42 GMT

Fingerprints:
MDs: byc2687947f2cc2087begaadessesbbo
SHAw: 56767e87d33cfo60069cs7a152caea17f2eg7d16

SHAs12: ei7Bafs2ef83dezi66efizer28166dai7o233deanesfefbisseh3865005dagd28faiz26g9dgafababeesbbez6d138esd12558aa64f31b0360ea1a661efa
6862e8

6. Verify the Pre-installation Validation Results, and ensure that all results are
positive (as shown). Click Next.

14 RecoverPoint for Virtual Machines 5.2 Basic Configuration Installation Guide



E Version Requirements

Username

Password

o Environment Settings

{c:)} VRPA Settings

8 Deployment Progress
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~ vCenter Information
192.168.0.6
443

administrator@vsphere.local

v Pre-installation Validation Results

All Pre-installation Validation Passed Successfully

7. Configure the Environment Settings according to the data from "Data

preparation."

a. Type a name for the new vRPA cluster. For example: Site A_Local.

b. Type and confirm a password to replace the default admin user password.

E Version Requirements
New VRPA Cluster Name

v Security Settings
th security be

New Password

Confirm Password

v General Settings

VRPA Settings

Time Zone
DNS Servers

NTP Servers
Network Settings

Deployment Progress

st practices, set a unique passw

v VRPA Cluster Settings

for your admin user

(UTC 02:00) Asia/Jerusalem

192.168.0.5 4 NS serve

192.168.0.15 Add

8. Configure vRPA Settings according to the data from "Data preparation."

a. Select both vRPAs by clicking the checkmark at the left side of the vRPA

names.

b. Click Apply Selection.

c. Select a datastore for the shared repository data between the vRPAs. Click

Next.

Configure vRPA cluster 15
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16

~ VRPA Selection e Refresh
E Version Reguirements

VRPA Name ESX Cluster Name LAN IP Status
+~ SiteA vRPAT Local-Cluster 152.168.0 51 oK
v|| siteA_vRPA2 Local-Cluster 192.168.0.52 oK.

== 5
=X Installation
== -
Prerequisites
Total ltems: 2 (Selected ltems: 2, maximum 8)

Apply Selecti
° Environment Settings

~ Repository Volume Location
T

Refresh

@ Name Capacity Provisioned Free
DS Journals 200 GB 974 MB 199 GB

|| DS_Repository 15GB 902 MB 14GB
= Network Settings - 250 GB 8168 168GB
DS_vRPAs 85GB 71GB 14GB

8 Deployment Progress

Total ltems: 4 (Selected ltems: 1)

This action creates a VMDK file under a folder that is named RPvStorage,
which is used for shared persistent storage by the vRPAs.

9. Configure the vRPA Cluster Topology and vRPA and Cluster Settings
sections according to the data from "Data preparation."

a. Use the default network adapter topology, which places WAN and LAN on
the same network adapter and Data on a separate network adapter.

b. Select the Data network (in this example, Data).

c. In the Data IP address section, in the IPv4text boxes, type the IP address of
the vRPAs.

d. In the Netmask text box, type the netmask of the IP network.

RecoverPoint for Virtual Machines 5.2 Basic Configuration Installation Guide
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~ VRPA Cluster Topology

E Version Requirements BV o

Adapters Configuratic

WAN and LAN on same network adapter
Data (IP) on separate network adapter from WAN and LAN

[— 1 =

£ Installation

—x z
Prerequisites.

Refresh VLAN List
Q Environment Settings WANELAN

Data Data v Pvhi v (] DHcp

v VRPA and Cluster Settings

@ VRPA Settings

Cluster 1Pv4

192.168.0.50

1Pv4
VRPA 1: SiteA_vRPA1

Deployment Brogress VRPA 2: SiteA_VRPA2

Netmask
— Default Gateway 192.16801 |

Additional Gateways @ Add gateways for WAN connectivity to remote vRPA clusters.
===

1Pv4

VRPA 1: SiteA_vRPA1 192.168.2.51

VRPA 2: SiteA_vRPA2 192.168.2.52

Netmask 255.255.255.0

» Advanced Settings

Note

The IPv4 text boxes in the WAN + LAN IP address section are disabled
because the IP address is automatically retrieved from vRPA properties.

e. When finished typing the data, click Install.

10. Observe the installation progress as the settings are applied. The installation
may take a while to complete.

Configure vRPA cluster 17
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Installing the new cluster

Version Reguinements

Installatednm FEQUSITes t:l:_"')u.l'b

Installing vRPAS ¢

Emvaransment Seftings

© instaling vRF%s cluster, and ve

SaleCting tha Coamect

& Setting up and instaling vEPA clesler
vRPA Settings ©  Installing vRF usier, &9

atom vRPA detalls input 1

Camigrand r

e pocd input. 1
Checking for duphcate 4

o 1T

11. When the vRPA cluster configuration is complete, in the Deployment Progress
window, click Finish.

Y

Installation completed successfully

Access the RecoverPoint for VIMs plugin and follow the MNext Steps.
Change the default passwords, as described in the RecoverPoint for VMs Installation and
Deployment Guide.

Back to the home page

Results

You have finished configuring the vRPA cluster and are ready to verify the deployment
success.

Verify deployment success

After configuring the vRPAs, ensure that the deployment was successful by finding
the RecoverPoint for VMs plug-in in the vSphere Web Client.

Procedure

1. If you are already logged in to vSphere Web Client, log out and log in again to
force vSphere Web Client to refresh.
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2. Inthe vSphere Web Client Navigator, ensure that RecoverPoint for VMs
appears.

vimware: vSphere Web Client &=

Mavigatar X
HD Home

1 VOB sty Lists
[ Hosts and Cleaters
Whis and Tempiates
EE
"; e ]
£ Polciad ad Profied

) iy Cloud Masd o

WO W | W W W w w

C) vieaize Cechaniaisr

Cr Ppsowndiomnt if VL3

&% Adminisiabon ¥

Taika {:l‘

s Log Decwrin

o Dty

Tags
CERIE o

[ i et

Results

You have finished verifying deployment success and are ready to deploy vRPAs and
configure the cluster at the remote site.

Deploy and configure remote site

At the remote site, repeat all steps in the Deploy vRPA OVA and Configure vRPA
cluster sections for SiteB_vRPA1 and SiteB_vRPA2. Use the data that is listed in the
"Data preparation" section.

Results

When you have finished deploying and configuring the remote site, connect Site A and
Site B vRPA clusters.

Connect Site A and Site B vRPA clusters

Use the RecoverPoint for VMs Deployer to connect the two sites so that
RecoverPoint for VMs can replicate data from Site A to Site B.

Procedure

1. Connect to the RecoverPoint for VMs Deployer home page by browsing to
https://SiteA cluster management IP.

For example, https://192.168.0.50

2. In the RecoverPoint for VMs Deployer home page, click Connect vRPA
clusters.

Deploy and configure remote site 19
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20

RecoverPoint for VMs Cy 192.168.0.6
Deployer

RP4VMs Plugin
5.200
This tool gives you control over your

RecoverPoint for VMs infrastructure and

allows you to install, connect, upgrade, and

maintain your VRPA clusters.

SiteA_Local

/} RecoverPoint for VMs 192.168.0.50
@ (WAN: 192.168.0.51) @

RecoverPoint for VMs redefines data
protection for VMware Virtual Machines and
offers a simple operational and disaster
recovery solution at the VM level.

. R . - More actions:
{5} Install a vRPA cluster O Connect VRPA clusters T Upgrade a vRPA cluster networ
Use this wizard to install a new O Afterinstalling vRPA clusters, use Use this wizard to upgrade a vRPA
wRPA cluster. this wizard to connect them. cluster.

3. In the Remote Cluster Details section, type the WAN IP address of one of the
VRPAs at the remote (Site B) cluster. Use the data from the "Data preparation"
section.

nwhen one of the vRPA clusters already has protected VMs, run the Connect vRPA clusters wizard from that cluster.

v Remote Cluster Details

|w.m P 192.168.1.51 | °
Add Cluster Prog Dsemame

admin

Password
Use Current Cluster Credentials

~ Current Cluster (SiteA_Local) Settings

If this vRPA cluster requires a gateway to communicate with a remote vRPA cluster, define a gateway at each cluster.

Default Gateway (Management)

Gateway 192.168.0.1
Target Network default
Target Netmask 0.0.0.0

Add Gateway

4. Click Connect. Observe the progress of the connection between the vRPA
clusters.

5. Ensure that the clusters connect successfully. Then click Finish.

0} Emironment setigs

Clusters were successfully connected

Backto the home page

v Additional Information:

Tite Result Description

hack of the remot VRPA clust

21168 1.52) are inconcius
d 10 replace the default certificates on

Cartficate of new cluster (IP 192.168.1.52). Resuts bacause

(i)

effective securty polcy, t s recomme

Totalltems: 1
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Results

You have finished connecting Site A and Site B vRPA clusters and are ready to
register the ESXi cluster for replication.

Protect a virtual machine

Production VMs are protected using the RecoverPoint for VMs Protect VMs wizard.

Procedure
1. Connect to the vSphere Web Client of Site A.
2. Select VMs and Templates view.
3. Power on the virtual machine that you want to protect.
4. Right-click on the virtual machine and select All RecoverPoint for Virtual

Machines Actions > Protect.

vmware: vSphere Web Client #=

Navigator X Gowmt | w0 @ EY E | {ShActions
4 Back Summary  Monitor | Configure | Permissions
@ | 1@ ‘ 8 Q " VM Han
~ [ VC.etss.local )
+ fyLocalnc | « Settings » CPL
» [ Discow [y, Actions - vm1 - » Men
p SiteA Power b
ﬁbSiteA_\ Guest 0S » o
&h vm2 @ Open Console (@)
(Z Migrate P
Clone » -
Template » D ULH
» Othe
Fault Tolerance »
- Con
VM Policies »
Compatibility »

Export System Logs...

Edit Resource Seftings
s
G Edit Settings

Move To...

Rename...

Edit Notes...

Tags & Custom Attributes »

Add Permission...
Alarms »

| All RecoverPoint for Virtual Machines Actions |
Friremer-Sretestratorplurnreten e
prive:

Update Manager »

5. Enter a name for the new consistency group, and click Next.

Best practice is to use the VM or application name as your consistency group
name.
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Protect WM(s) Wizard

1. Select VM proteciion method How would you like to protect this ViI?

2. Configure production seftings (=) Create a new consistency group for this Vi

() Add this W o an existing consistency grou
3. Add a copy - 9 v aroup

i Protect additional VW(s) using this group
4. Configure copy settings D

5. Select copy resources

Enter a name for the new consistency group:
My_CG

Consistency group names can contain up to 100 characters and must be unique.

6. Define failover networks

7. Ready to complete

Select the production vVRPA cluster:

i) This VM is hosted on ESX cluster which is not registered in RecoverPoint for VMs. This ESX cluster will be automatically
registered before protection, and a splitter will be installed on all ESXs in the ESX cluster.

Back || mMex ||| Protect || cancel

6. Enter a name for the production copy, and click Next.

Best practice is to differentiate the production copy name from the replica copy
name (for example, use "Production" or the production site location). By
default, RecoverPoint automatically selects a datastore for the production
journal. However, if you want to use a specific datastore for the production
journal and you don't see it in the list of datastores, click Register Datastore
and select the datastore before clicking Next.

Protect VM(s) Wizard

«” 1. Select VM protection method Enter a name for the production copy:

rod
2. Configure production settings P
Copynames can contain up to 100 characters and must be unigue

3. Add a copy Configure a journal for this copy.

4_Configure copy settings Journal Size: |3 j‘ GE

Select a registered datastore for the journal
() Automatically select a registered datastore from the table below

5. Select copy resources

5. Define failover networks () Manually select a registered datastore from the table below

7. Ready to complete Name 1a Total Size Estimated Free Space
DS_Journals 200GB 199GB
DS_Repository 14.8GB 8.15GB
DS_VMs 250GB 164GE
DS_vRPAs 84.8GB 13.6GB

( Register Datastore

| Back IH Next ‘lF\c-te(l [ cancel |

Enter a name for the replica copy, and ensure that the copy type is VMware
vCenter. Then, click Next.

Best practice is differentiate the replica copy name from the production copy
name (for example, use "Remote Copy" or the copy site location).
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Protect VM(s) Wizard

o 1. Select VM protection method Create a new copyto protect the production Vs of ‘cgl

«2 Configure pro

tion seftings

copy!

3 Add a copy

Opy name:

4. Cor

gure copy settings
5. Select copy resources

6. Define failover networks

Enter a name for the new copy

Select the copyvRPA cluster

ain up 1o 100 characters and must be unique.

7. Ready to complete

Back Next i Cancel

Accept the default copy settings, and click Next.

By default, RecoverPoint automatically selects a datastore for the copy journal.
However, if you want to use a specific datastore for the copy journal and you
don't see it in the list of datastores, click Register Datastore and select the
datastore before clicking Next.

« 3. Add a copy

5. Select copy resources
6. Define failover networks

7. Ready to complete

4_Configure copy settings

Protect VM(s) Wizard (]
Copy: copyl
1. Select VM protection method Configure the journal atthis copy:
+” 2. Configure production settings Journal Size: |10 % GB

Select a registered datastore for the journal:
) Automatically select a registered datastore from the table below
J Manually select a registered datastore from the table below

Name 1a TotalSize Estimated Free Space
DS_Joumnals 200GB 199GB '
DS_Repository 14 8GB 8.15GB M

Define a replication policy for this copy:

() Load replication policy from template defal

Manually define replication policy

Replication Mode: The host application initiates a write, and does not wait for an

) Synchronous acknowledgment from the vRPA at the target site before initiating the next

- write. The primary advantage of asynchronous replication is its ability to

(=) Asynchronous provide synchronous-like replication without degrading the performance of
S host 1S.

RPO: |25 1 [ seconds [~

[ Back Next Protect [ Cancel ]

Select the ESX cluster, VMWare Resource Pool, or ESX that will manage the
copy VM, and click Next.

Protect VM(s) Wizard

«# 1. Select VM protection method
+" 2. Configure production settings
+" 3. Add a copy

+" 4. Configure copy settings

. Select copy resources

6. Define failover networks

7. Ready to complete

Production VM: vm 1
How should RecoverPoint for Vs manage the copy VMis ) atthe target vRPA cluster?
() Automatically create new copy ViM(s)

() Manually select an existing V1o use as the copy VM

:} [#] Show unregistered ESX clusters

« =3 SiteB_Remote Select how to manage the copy VM(s).
~ [FIVC2.elss.local

il VMware DRS is enabled. Only ESX clusters and
- Ej Remote-DC VMWare Resource Pools are displayed

| [ Remote-Cluster | i) This ESX cluster is not registered in RecoverPoint for

VMs. This ESX cluster will be automatically registered
before copy VM creation, and a splitier will be installed on
all ESXs in the ESX cluster.

[ Back ][ Next ]l Protect [Cancel
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10. Select the datastore(s) that will contain the copy data, and click Next.

Protect VM(s) Wizard (x)
+” 1. Select VM protection method Copy: copy1 at SiteB_Remote
Select datastore(s) for copy V(s )2
«” 2. Configure production settings
Copy name 14 Capacity Free Space
+F 3. Add a copy B DS_Joumals 200GB 199GB
4. Configure copy settings B DS_Repository 14.8GB 8.15GB
B DS_vMs 250GB 248GB
«” 5. Select copy resources
E DS_vRPAs 848GB 136GB
6. Select copy storage
7. Define failover networks
8. Ready to complete
[ Back ] [ Next ] Protect [ Cancel

11. (Optionally) For each network adapter of all production VMs, select the
network to use after failover, and click Next.

Protact VM(s) Wizard ()

Copy: copyl
" 1. Select VM protection method

Selecta VMo display its network adapters
« 2. Configure production settings Production VM Copy Resource
«" 3. Add a copy vm1 Remote-Cluster
" 4. Configure copy settings
" 5. Select copy resources
«” B. Select copy storage
8. Ready to complete For each network adapter, selectthe network o be used after failover:
Network Adapter 1 ﬁ\ Production network: LAN
[ Back [ Next ] Protect [ Cancel }

12. Expand the Production and Copy settings to ensure that they are correct, note
if a warning is displayed regarding a potential communications problem (no
action required at this time), and click Protect.

If need be, click Edit to change a setting before clicking Protect.

Protect VM(s) Wizard ()
+ 1. Select VM protection method Protection method Create a new consistency group for this Vi
«# 2. Configure production settings Group name My_CG
«” 3. Add a copy ¥ Production (prod) Edit
«” 4. Configure copy settings Copy name prod
5. Select copy resources VvRPA clusier name SiteA_Local
¥ VM(s)
+” 6. Select copy storage
vm1i

«” 7. Define failover networks ¥ Settings

8. Ready to complete ¥ Journal configuration

Journal size (GB) 3
Provisioned Automatically
| ¥ Copy (copy1) Edit.. Delete
Copy name copyl
VRPA cluster name SiteB_Remote
¥ Copy VM(s) M

|Z| Start replicating this consistency group when | click Protect

| Adda Copy

Back Next Protect Cancel }

Results
You have finished protecting the virtual machine.
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Note

If an unregistered ESX cluster, or an ESX host or VMware Resource Pool of an
unregistered ESX cluster were selected to manage the copy, the unregistered cluster
is automatically registered with the specified vRPA cluster, a splitter is installed on all
ESXs in the cluster, and replication is temporarily paused for all relevant VMs while the
splitter is being installed.

Verify replication status

From the RecoverPoint for VMs plug-in, verify the status of the replication.
Procedure

1. Select RecoverPoint for VMs Management > Protection > in the Consistency
Groups tab, select the CG Name.

You might encounter temporary warnings and alerts as shown in this screen and
the alert messages that follow:

Navigator 8 RecoverPoint for VMs Management
4 Back Dashnnar Administration  Reports Help

i} Home - =
Virtual Machineg | ConsistencyGroups | |Group Sets
[P Hosts and Clusters o=
BARP a8 &, c
&) wtds and Templates ’C:::J Consistency group: My-CG1
[ storage >
Q Networking s~ Consistency Groups / Status: Epah\qe(n
- . SEMy-CG1 P Transfer: Init (87%)
[ Content Libraries > 5 =1 Protected Size: 40.0GB
|75 Global Inventory Lists > “LH Group set
Modify group policy
7% Policies and Profiles >
Topology Details | Stafistics
&, Update Manager >
4b RecoverPoint for VMs
&% Administration >
[¢] Tasks Fivmz
’
([ Events o
’ Role: Production
<7 Tags & Custom Aftributes 7 ISlolagENIi\recl Access
mage: N/,
Q, New Search > ‘
[ saved Searches >
copy1 at
SiteB_Remote ,’
1 rp.vm2.copy.1.shadow g
Role: Remote Copy
Storage: No Access
Image: Long Resync

Alerts:

One or more volumes are currently being provisioned for copy
[CG1l, Remote copy.

One or more volumes are currently being provisioned for copy
[CG1l, prod Copy]

Accessibility of volume [CGl, prod Copyl], CG RSET SiteA VM
copy 0 0] by splitter Local-Cluster is unknown.
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After a few minutes, the final status shows that protection is enabled and the
transfer is active:

Navigator X RecoverPoint for VMs Management

4 Back Dashboan Protection || Adminisiration Reporis

Home
G} Group Sets

B & ¢
Consistency group: My-CG1

Virtual Machine:

CN=NECR

Consistency Groups

FEaE

.‘-:1_1-'

[ Hosts and Clusters
|2 Vs and Templates
[ storage

€ Metworking

[ Content Libraries
|74 Global Inventory Lists

Status: Enabled
Transfer: Active
Protected Size: 40.0GB
GToUp 8T

Modify group policy

+ Consistency Groups

> gfyMy-CG1

& Policies and Profiles
Topology | Details | Statistics

VW vV VY v v v

3, Update Manager

4 RecoverPoint for Vs

&% Administration b

[] Tasks s HEvm2

[T Events
’ Role: Production
) Storage: Direct Access
Image: N/A

7 Tags & Custom Aftributes

@ Mew Search >
o Saved Searches >
copy1 at ’
SiteB_Remote ,

(5 rp.vm2.copy. 1.shadow

Role: Remote Copy

Storage: No Access

Image: Distributing
Pre-replication image Fast forwar,

If warnings and alerts do not disappear after 10-15 minutes, contact Customer
Support.

Note

¢ [f the environment is configured in a way that causes one or both of the
VRPAs to reside on the same ESXi with the replicated virtual machine, one
warning remains as a notification:

At least one virtual RPA is running on the same ESX as the VM it
is replicating. It is recommnded not to have the virtual RPA that
replicates a VM running on the same ESX as the replicated VM. Use
vMotion to move one of them to another ESX.

* The replication process might require several minutes and initialization might
require up to several hours depending on the size of the virtual disks and the

speed of the data transfer between the two sites.

If previously (before clicking Protect in the Protect VMs wizard) you received

a warning regarding a potential communications problem, and transfer is still not

active, you may need to create VMkernel ports.

a. At Administation > VRPA Clusters > ESX Clusters, click the Settings icon

for an ESXi cluster.

b. On the Create VMkernel Ports screen, specify the settings for creating
VMkernel ports for all ESXi hosts in the cluster.
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Create VMkernel Ports

Specify settings for creating VMkemel ports for all ESXi hosts in the cluster

2/ Virtual Switch '/ Distributed Virtual Switch

Select virtual switch vSwitch1 -

IP pool range 192.168.0 21024
Enter the address ranges as an ordered, comma-separated list,
such as: 1.2 3.4#70, 1.2.3 80816

Subnet mask 255.255.255.0
SelectvLan 0
OK || ICancel
c. Click OK

Repeat for each ESXi cluster that is listed.

3. Monitor the health of the system from the RecoverPoint for VMs plug-in
Dashboard tab.

RecoverPoint bor VMs Managament
Dashboard | Profection Administration Repors Help

OverallHealth | Recovery Activites | Components | Aleris | System Limits | Eventslog |

% Protected YMs: 0 &y Protected Size: () Byles i Total CGs: 0 = Registered Clusters: 1

System compenents status (i [

|mmmmmmﬂ ] |'9_mn.um

Active Alerts
L Waming(1)

Click here for mone infa

System Limit Alerts
Mo alerts

Click here for more info
W Error [l Disabied i Actve [linit [ Paused [ Caher
L} [{i}} (1 o 0 o

Results

You have finished verifying replication status and are ready to perform the final steps.
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Final RecoverPoint for VMs installation steps

Licensed users should activate their entitlements, add licenses, register their
RecoverPoint for VMs system, and establish communication between their system
and the System Reports database.

Steps to complete these tasks are in the "Getting started" section of the RecoverPoint
for Virtual Machines Administrator's Guide, which is available at https://
support.emc.com.

Install vSphere Client Integration Plug-in

Ensure that you have installed the Client Integration Plug-in for the vSphere web
client; this plug-in is required for deploying OVF functionality.

Note

This procedure is required only when running vSphere versions earlier than 6.5.

When you try to enable OVF functionality without the plug-in, this message appears:

Dreplcry CVF Farmglati
i Soare Faledt hinet
Sobec Pt 500008 IDENEON
1@ Solect SoUmn
10 Raaiw dewity
Ay Tha Chient intsgrafion Plug-in must be insElied i snabls OV funconality. Ciick fa link balow 1o downioad B instalier
2 DwsEnaton ¥ i LM, PSRN BV Biterked 3nd low BEcELE
Haxn i

Procedure

1. If the Client Integration Plug-in is not installed, notice this option at the bottom
of the vSphere web client login page (https://vc ip or fqgdn:9443).

2. Toinstall the Client Integration Plug-in, close all web browsers, click Download
Client Integration Plugin, and select the default installation

3. After successful plug-in installation, ensure that the browser detects and
enables the plug-in. If the plug-in is browser-enabled, you notice this option at
the login screen:
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