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Notes, cautions, and warnings

@ NOTE: A NOTE indicates important information that helps you make better use of your product.

CAUTION: A CAUTION indicates either potential damage to hardware or loss of data and tells you how to avoid

the problem.

A WARNING: A WARNING indicates a potential for property damage, personal injury, or death.
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System overview

The Dell PowerEdge XR5610 is Dell’'s latest one-socket, rack server that is designed to run complex workloads using highly
scalable memory, 170, and network options.

The system features:

Rear Accessed and Front Accessed configuration

One 4t Generation and 5™ Generation Intel Xeon Scalable and Edge-Enhanced processor with up to 32 cores
8 DDR5 DIMM slots

Two redundant AC or DC power supply units

Up to 4 x 2.5-inch SAS, SATA, or NVMe SSD drives

Up to 2 PCI Express® (PCle) 5.0 enabled expansion slots. PCle 4.0 with Edge-Enhanced CPU.

One OCP 3.0 slot

Network interface technologies to cover Network Interface Card (NIC)

@l NOTE: Front-accessed configurations cannot be converted to Rear-accessed configurations, and vice versa.
Topics:

. Key workloads
*  New technologies

Key workloads

The key workloads for PowerEdge XR5610 are 5G vRAN, O-RAN, D-RAN, C-RAN, remote private network Al/ML/DL, video
analytics, point of sale analytics, Al inferencing, 10T device aggregation

New technologies

Table 1. New technologies

Technology Detailed Description

Intel Xeon Scalable processor (SPR-SP) Core count: Up to 32 core processor

Maximum number of PCle lanes per CPU: Integrated 80 PCle 5.0
lanes @ 32 GT/s PCle Genb

Maximum TDP: 205W

Intel Xeon Edge-Enhanced processor (SPR-EE) Core count: Up to 32 core processor

Maximum number of PCle lanes per CPU: Integrated 80 PCle 4.0
lanes @ 32 GT/s PCle Gen4

80 lanes reduced to 64 lanes with EE MCC CPU and 48 lanes with
EE LCC CPU.

Maximum TDP: 205W

Intel Xeon Edge-Enhanced processor (SPR-EE LCC Core count: Up to 12 core processor (64 threads)
mainline)

Maximum number of PCle lanes per CPU: Integrated 48 PCle 5.0
lanes @ 32 GT/s PCle Genb

Maximum TDP: 205W

System overview 5



Table 1. New technologies (continued)

Technology

Detailed Description

Intel Xeon Scalable processor "Emerald-Rapids" (EMR-
SP)

Core count: Up to 16 core processor (32 threads)

Maximum number of PCle lanes per CPU: Integrated 80 PCle 5.0
lanes @ 32 GT/s PCle Genb

Maximum TDP: 150W

5600 MT/s DDR5 Memory

Max 8 DIMMs per system

Supports DDR5 ECC RDIMM
@ NOTE: The processor may reduce the performance of the
rated DIMM speed.

Chassis orientation

The XR5610 has two chassis options:

e Rear Accessed configuration chassis that is standard with
power supplies and network cards in the rear.

e Front Accessed configuration chassis that is with power
supplies and network cards in the front.

The control panels location also change with the chassis
orientation.

iDRAC9 with Lifecycle Controller

The embedded systems management solution for Dell servers
features hardware and firmware inventory and alerting, in-depth
memory alerting, faster performance, a dedicated gigabit port and
many more features.

Power Supplies

60 mm dimension is the new PSU form factor for the new
generation of servers.

Platinum 800 W AC/HDVC

Titanium 1100 W AC/HVDC

1100 W -48-(-60) LVDC

Platinum 1400 W AC/HVDC

Platinum 1800 W AC/HVDC

@l NOTE: 1100W -48VDC and 1400W AC are offered in the Front Accessed configuration.

6 System overview




System features and generational

comparison

The following table shows the comparison between the PowerEdge XR5610 with the PowerEdge XR11.

Table 2. Features comparison

Features

PowerEdge XR5610

PowerEdge XR11

Processors

1x 4t Gen and 5™ Intel® Xeon® Scalable
Processors including Edge Enhanced CPUs
with Intel vRAN Boost

1 x 3" Generation Intel® Xeon® Processor Scalable
Family

CPU interconnect

Intel Ultra Path Interconnect (UPI)

Intel Ultra Path Interconnect (UPI)

Memory

e 38 x DDR5 RDIMM

e Up to 4800 MT/s

@ NOTE: The speed of the 4800 MT/s
DIMM will be clocked down to match the
CPU speed.

8 x DDR4 RDIMM, LRDIMM

Two Intel Optane Persistent Memory 200 series
configuration:

o 4+4

o 6+1

Storage Controllers

PERC 11G: H755, H355

PERC 12G: H965i, H965e

HBA 11: HBA355i, HBA355e

BOSS-N1

Software RAID: S160

(D|NOTE: PERC H965e is not compatible
with Intel Ethernet 100G 2P E810--2C
Adapter.

PERC 10G: H345

PERC 11G: H755, H355
HBA 11: HBA355i, HBA355e
BOSS-S1 adapter

BOSS-51

Software RAID: S150

Drive Bays

4 x 2.5 inches 12 Gb SAS, 6 Gb SATA, NVMe

4 x 2.5 inches 12 Gb SAS, 6 Gb SATA, NVMe

Power Supplies

e AC (Platinum): 800 W, 1400 W, 1800 W
e AC (Titanium): 1100 W
e [ VDC -48 VDC input: 1100 W

e AC (Platinum): 800 W, 1400 W,
e AC (Titanium): 700 W, 1100 W
e LVDC @-48 VDC Input: 800 W, 1100 W

Chassis Orientation

The XR5610 has two chassis options:

1. Rear Accessed Configuration, where power
supplies and network cards are in the rear.

@ NOTE: Network, serial, power supplies,
USB, Mini DisplayPort, and PCle

slots are accessible in the rear of

the platform and the hard drives,
power button, Status LED, USB, and
Management port are in the front of
the system.

2. Front Accessed Configuration, where
power supplies and network cards are in
the front.

@ NOTE: Power button, network ports,
serial, USB, Mini DisplayPort, and PCle
Slots are accessible in the front of

The XR11 has two chassis options:

1. Rear Accessed Configuration, where power
supplies and network cards are in the rear.

(D|NOTE: Network, serial, VGA, power supplies
and PCle slots are accessible in the rear
of the platform and the hard drives, power
button, Status LED, USB, and Management
port are in the front of the system.

2. Front Accessed Configuration, where power
supplies and network cards are in the front.

NOTE: Power button, network ports, serial,
VGA, and PCle Slots are accessible in the
front of the platform and the hard drives and
Status LED are in the rear of the system.

System features and generational comparison




Table 2. Features comparison (continued)

Features PowerEdge XR5610 PowerEdge XR11
the platform and the hard drives and [ Thg |5cation of the control panel changes with the
Status LED are in the rear of the chassis orientation.
system.
The location of the control panel changes with
the chassis orientation.
Fans Standard fans Very High Performance fans

Up to six cold swap fans

Up to six hot swap fans

Dimension Form
Factor

Rear Accessed
configuration

Front Accessed
configuration

Front Accessed
configuration

Rear Accessed
configuration

Height: 42.8 mm (1.68

Height: 42.8 mm (1.68

Height: 42.8 mm (1.68 Height: 42.8 mm (1.68

inches) inches) inches) inches)
Width: 482.6 mm (19 | Width: 482.6 mm (19 | Width: 482.6 mm (19 Width: 482.6 mm (19
inches) inches) inches) inches)

Depth: 487.7 mm (19.2
inches) with bezel

Depth: 566.05 mm
(22.28 inches) with
bezel

Depth: 477 mm (18.77
inches) with bezel

Depth: 400 mm (15.74
inches) ear to rear wall

463 mm (18.22
inches) without bezel

472.7 mm (18.61
inches) without bezel

463 mm (18.22 inches)
without bezel

463 mm (18.22 inches)
without bezel

1U rack server

1U rack server

Embedded e DRACY e DRACY
Management e iDRAC Direct o iDRAC Direct
e DRAC RESTful API with Redfish e DRAC RESTful API with Redfish
e iDRAC Service Module e iDRAC Service Module
e NativeEdge Endpoint Orchestrator
Bezel Optional LCD bezel or security bezel Optional LCD bezel or security bezel
OpenManage CloudIQ for PowerEdge plug-in CloudIQ for PowerEdge plug-in
Software OpenManage Enterprise OpenManage Enterprise
OpenManage Enterprise Integration for OpenManage Enterprise Integration for VMware
VMware vCenter vCenter
e OpenManage Integration for Microsoft e OpenManage Integration for Microsoft System
System Center Center
e OpenManage Integration with Windows e OpenManage Integration with Windows Admin
Admin Center Center
OpenManage Power Manager plug-in e OpenManage Power Manager plug-in
OpenManage Service plug-in e OpenManage Service plug-in
OpenManage Update Manager plug-in e OpenManage Update Manager plug-in
e OpenManage SupportAssist plug-in
Mobility OpenManage Mobile OpenManage Mobile

Integrations and
Connections

OpenManage Integrations

BMC TrueSight

OpenManage Integrations
e Microsoft System Center

[ ]
e Microsoft System Center e OpenManage Integration with ServiceNow
e OpenManage Integration with ServiceNow | e Red Hat Ansible Modules
e Red Hat Ansible Modules e VMware vCenter
e Terraform Providers e Third-party Connectors (Naglos, Tivoli,
e VMware vCenter and vRealize Operations Microfocus)
Manager
Security e Cryptographically signed firmware e Cryptographically signed firmware

8 System features and generational comparison




Table 2. Features comparison (continued)

Features

PowerEdge XR5610

PowerEdge XR11

e Data at Rest Encryption (SEDs with local
or external key management)
Secure Boot
Secured Component Verification
(Hardware integrity check)
Secure Erase
Silicon Root of Trust
System Lockdown (requires iDRAC9
Enterprise or Datacenter)

e TPM 2.0 FIPS, CC-TCG certified, TPM 2.0
China NationZ

Secure Boot

Secured Component Verification (Hardware
integrity check)

Secure Enterprise Key Management

Silicon Root of Trust

System Lockdown (requires iDRAC9 Enterprise or
Datacenter)

TPM 1.2/2.0 FIPS, CC-TCG certified, TPM 2.0
China NationZ

Embedded NIC

4 x 25 GbE LOM

4 x 25 GbE LOM

Networking Options

OCP 3.0 Mezz 3.0 (optional)

Not supported

e Up to 2 x PCle Genb (two x16 PCle Genb)

GPU Options Up to 2 x 75 W/150 W (SW/FH/HL) Upto2x 70 W (SW/FH/HL)
Ports Rear Accessed Configuration Rear Accessed Configuration
e Front: e Front:
o 1xiDRAC Direct (Micro-AB USB 2.0) o one standard USB 2.0 port
port o one micro USB 2.0 port dedicated to iDRAC
o 1xUSB 2.0 management
e Rear: ® Rear:
o 1xUSB 3.0 o one standard USB 3.0 port
o 1xiDRAC dedicated port o one standard USB 2.0 port
o 1x Serial port (Micro-AB USB 2.0- o one Dedicated 1 GbE
compliant) o one Serial port
1x Mini—DispIayPort o one VGA port
1x RJ45 for dry contact e Internal: one standard USB 3.0 port on Riser 1B
o 4 x25GbE SFP+ LOM
Front Accessed Configuration Front Accessed Configuration
e Front: e Front:
o 1xiDRAC Direct (Micro-AB USB 2.0) o one standard USB 3.0 port, one standard
port USB 2.0 port, one micro USB 2.0 port that
1 x iDRAC dedicated port is dedicated to iDRAC management, one
1x USB 3.0 Dedicated 1 GbE, one Serial port, one VGA
1x Serial (Micro-AB USB 2.0- port.
compliant) o Rear: N/A
o 1x Mini-DisplayPort e Internal: one standard USB 3.0 port on Riser 1B
o 4x25GbE SFP+ LOM
o 1x RJ45 for dry contact
e Rear: N/A
PCle One riser configuration: Two riser configuration options:

3 x PCle Gen4 (one x8 PCle Gen4 + two x16 PCle
Gen4)

3 x PCle Gen4 (one x16 PCle Gen4 + two x16
PCle Gen4) (Only supported for Front Accessed
Chassis)

Operating System and
Hypervisors

Canonical Ubuntu Server LTS
Windows Server with Hyper-V
Red Hat Enterprise Linux
SUSE Linux Enterprise Server
VMware ESXi

For specifications and interoperability details,
see Dell Enterprise Operating Systems on

Canonical Ubuntu Server LTS

Citrix Hypervisor

Windows Server LTSC with Hyper-V
Red Hat Enterprise Linux

SUSE Linux Enterprise Server
VMware ESXi

System features and generational comparison
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Table 2. Features comparison (continued)

Features

PowerEdge XR5610

PowerEdge XR11

Servers, Storage, and Networking page at
Dell.com/QOSsupport.

o RHEL Real time

For specifications and interoperability details, see Dell
Enterprise Operating Systems on Servers, Storage,
and Networking page at Dell.com/OSsupport.

10 System features and generational comparison
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Chassis views and features

Topics:

. Front view of the system

. Rear view of the system

. Bezel view

*  Status LED control panel

¢« Power button control panel
. Inside view of the system

Front view of the system

MWW s == - (e ) et | | [ SRR | e | ] TS e
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Figure 1. Front view of the Rear Accessed configuration with front bezel

Figure 2. Front view of the Rear Accessed configuration without front bezel

Chassis views and features
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Figure 3. Front view of the Front Accessed configuration with front bezel

Figure 4. Front view of the Front Accessed configuration without front bezel

Rear view of the system

Figure 5. Rear view of the Rear Accessed configuration

12 Chassis views and features



'l

[}

&
n
L 1N
"]
a

Figure 6. Rear view of the Front Accessed configuration with no bezel

Bezel view

Figure 7. Bezel for the Rear Accessed configuration

Table 3. Bezel for the Rear Accessed configuration

Item Indicator, button, or Description

connector
1 Bezel filter Provides protection from sand and dust.
@ NOTE: To maintain optimal system health, Dell recommends checking and
changing the filter every three months. Filters can be ordered from Dell.

2 Bezel key lock Locking mechanism for the bezel. The bezel comes with a key.

3 Bezel LED indicator System health indicator.

4 Bezel release button When pressed, the bezel will unlock from the system.

5 Bezel filter release button Bezel filter button is pressed to release the bezel filter.
Figure 8. Bezel for the Front Accessed configuration

@ NOTE: Without the front bezel, Front Accessed configuration support racks with 80 mm spacing from rack ear of chassis
to inside surface of rack door. With the front bezel installed, the Front Accessed configuration system support racks with
100 mm spacing from rack ear of chassis to inside surface of the rack door

Table 4. Bezel for the Front Accessed configuration
Item Indicator, button, or Description
connector

1 Bezel filter Provides protection from sand and dust.

@ NOTE: To maintain optimal system health, Dell recommends checking and
changing the filter every three months. Filters can be ordered from Dell.

2 Bezel key lock Locking mechanism for the bezel. The bezel comes with a key.

3 Bezel LED indicator System health indicator.

4 Pressure sensor Indicates when to replace the filter.
®| NOTE: The pressure sensor device is located behind the bezel.

5 Bezel release button When pressed, the bezel will unlock from the system.

6 Bezel filter release button Bezel filter button is pressed to release the bezel filter.

Chassis views and features 13




Status LED control panel

Figure 9. Status LED control panel

Power button control panel

Figure 10. Power button control panel for Rear Accessed configuration

@l NOTE: For more information see the Dell PowerEdge XR5610 Technical Specifications on the product documentation page.

Power button control panel for Front Accessed configuration

@l NOTE: For more information see the Dell PowerEdge XR5610 Technical Specifications on the product documentation page.

14 Chassis views and features



Inside view of the system

Figure 11. Inside the system - Rear Accessed configuration

Figure 12. Inside the system - Front Accessed configuration

Chassis views and features
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Processor

Topics:

. Processor features

Processor features

The Intel 41" and 5t Generation Xeon® Scalable Processors and Edge-Enhanced CPUs is the next generation data center
processor offering with significant performance increases, integrated acceleration, and next generation memory and 1/0.
Sapphire Rapids accelerate customer usage with unique workload optimizations.

The following lists the features and functions that are in the upcoming 4™ and 5" Generation Intel® Xeon Scalable Processor
and Edge-Enhanced CPUs offering:

e More, faster I/0 with PCI Express 5 (Intel Xeon Scalable processor)/PCl Express 4 (Edge-Enhanced processor) and up to
80 lanes (per socket)

e Enhanced Memory Performance with DDR5 support and memory speed up to 5600 MT/s in one DIMM per channel (1DPC)
@ NOTE: It is recommended to use a maximum of two add-in cards with SPR EE-LCC CPU. Three add-in cards are
supported, but this may result in an overall system performance degradation.

Supported processors

The following table shows the Intel Sapphire Rapids SKUs that are supported on the XR5610.

Table 5. Supported Processors for XR5610

Process |Processor type | Clock Cache Cores Threads |Turbo Memory |Memory |TDP
or Speed (M) Speed Capacity
(GHz2) (MT/s)
3408U SPR-SP 1.8 22.5 8 8 Turbo 4000 47TB 125 W
5412U SPR-SP 2.1 45 24 48 Turbo 4400 47TB 185 W
5416S SPR-SP 2.0 30 16 32 Turbo 4400 47TB 150 W
6421N SPR-SP 1.8 60 32 64 Turbo 4400 47TB 185 W
5423N SPR-EE-LCC 2.1 37.5 20 40 Turbo 4000 47TB 145 W
6403N SPR-EE-MCC 1.9 45 24 48 Turbo 4000 47TB 185 W
6423N SPR-EE-MCC 2.0 52.5 28 56 Turbo 4400 47TB 195 W
6433N SPR-EE-MCC 2.0 60 32 64 Turbo 4400 47TB 205 W
5411N SPR-SP MCC 1.9 45 24 48 Turbo 4400 47TB 165 W
(QAT)
6438N SPR-SP MCC 2.0 60 32 64 Turbo 4800 47TB 205 W
(QAT)
XN8KO EMR-SP MCC 2.0 30 16 32 Turbo 4400 47TB 150 W
R6FNG SPR-EE LCC 2.4 30 12 24 Turbo 4400 47TB 150 W
mainline
WYY2W [ SPR-EE LCC 2.6 22.5 8 16 Turbo 4400 47TB 125 W
mainline

16 Processor



@ NOTE: It is recommended to use a maximum of two add-in cards with SPR EE-LCC CPU. Three add-in cards are
supported, but this may result in an overall system performance degradation.
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Topics:

e Supported memory

Supported memory

Table 6. Memory technology comparison

Memory subsystem

Feature

PowerEdge XR5610 (DDRS5)

DIMM type

RDIMM

Transfer speed

Processors in the XR5610 support up to 4800 MT/s transfer speed. DIMM
transfer speed with 5600 MT/s may reduce according to the type of processor.

MT/s

Voltage 1.1V (DDR5)
Table 7. Supported memory matrix
DIMM type Rank Capacity DIMM rated voltage |Operating Speed
and speed
One DIMM per channel (DPC)
RDIMM 1R 16 GB DDR5 (1.1V), 5600 4000 MT/s, 4400 MT/s, 4800 MT/s
MT/s
2R 32 GB, 64 GB, 96 | DDR5 (1.1V), 5600 4000 MT/s, 4400 MT/s, 4800 MT/s
GB MT/s
4R 128 GB DDR5 (1.1V), 5600 4000 MT/s, 4400 MT/s, 4800 MT/s

@lNOTE: The processor may reduce the performance of the rated DIMM speed.
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Storage

Topics:

e Storage controllers

e Supported Drives

e Internal storage configuration matrix for XR5610
*  External Storage

Storage controllers

The PowerEdge XR5610 supports many of Dell’'s RAID controller options that offer performance improvements from previous
generations. Dell RAID controller options offer performance improvements, including the fPERC solution. fPERC provides a base
RAID HW controller without consuming a PCle slot by using a small form factor and high-density connector to the base planar.
16G PERC Controller offerings are a heavy leverage of 15G PERC family. The Value and Value Performance levels carry over

to 16G from 15G. New to 16G is the Avenger-based Premium Performance tier offering. This high-end offering drives IOPs
performance and enhanced SSD performance.

@l NOTE: The size of the RAID 1 drives must be less than that of the second RAID container.

Table 8. PERC Series controller offerings

Performance Level Controller and Description
Entry S$160
Value H355, HBA355 (internal/external)
Value Performance H755
Premium Performance H965i, H965e
@ NOTE: PERC H965e is not compatible with Intel Ethernet
100G 2P E810--2C Adapter.

NOTE: For more information on the features of the Dell PowerEdge RAID controllers (PERC), Software RAID controllers, or
BOSS card, and on deploying the cards, see the storage controller documentation at Storage Controller Manuals.

Supported Drives

The table shown below lists the internal drives supported by the XR5610 system. Refer to Agile for the latest SDL.

Table 9. Supported drive specifications

Form Type Speed Rotational |Cpacities

factor speed

2.5 SATASSD |6 Gb N/A 480 GB, 960 GB, 1.92 TB, 3.84 TB

inches

2.5 SAS SSD 24 Gb N/A 800 GB, 960 GB, 1.6 TB, 1.92 TB, 3.84 TB, 7.68 TB, 15.36 TB

inches

2.5 NVMe Gen4 N/A 960 GB,1TB,2TB,47TB,8TB, 1.6 TB, 3.2 TB, 6.4 TB, 1.92 TB, 3.84 TB,
inches 7.68 TB, 12.8 TB, 15.36 TB, 30.72 TB
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Internal storage configuration matrix for XR5610

Table 10. Internal storage configuration matrix

Configur |Chassis Base Configuration Backplane Storage | Controll | BOSS |NVME |Riser
ation Orientation | Description Description |Controll |er Form |Enable [ Enable | Configu
number er(s) Factor d d ration
1 Rear ASSY, CHAS, NAF, 4HD, 3PCl, | x4 2.5 SATA | Onboard |[Onboard [N N N/A
Accessed 1U, XR5610 (only) SATA SATA
configuration -
2 ASSY, CHAS, NAF, 4HD, 3PClI, | x4 2.5 SAS/ HBA3Z55i | Adapter |V N C1: R3
1U, XR5610 SATA
3 ASSY, CHAS, NAF, 4HD, 3PClI, | x4 2.5 SAS/ H755 Adapter |Y N C1: R3
1U, XR5610 SATA
4 ASSY, CHAS, NAF, 4HD, 3PClI, | x4 2.5 SAS/ H355 Adapter |Y N C1: R3
1U, XR5610 SATA
5 ASSY, CHAS, NAF, 4HD, 3PClI, [ x4 2.5 NVME [ S160 Direct Y Y N/A
1U, XR5610 (only) Attach
(SL)
6 ASSY, CHAS, NAF, 4HD, 3PClI, | x4 2.5 NVME |H755 Adapter |Y Y C1: R3
1U, XR5610 (only)
7 ASSY, CHAS, NAF, 4HD, 3PClI, | x4 2.5 NVME | H965i Adapter |Y Y C1: R3
1U, XR5610 (only)
8 Front ASSY, CHAS, RAF, 4HD, 3PCI, | x4 2.5 SATA | Onboard | Onboard |N N N/A
Accessed 1U, XR5610 (only) SATA SATA
configuration -
9 ASSY, CHAS, RAF, 4HD, 3PCI, | x4 2.5 SAS/ HBA3Z55i | Adapter |V N C1: R3
1U, XR5610 SATA
10 ASSY, CHAS, RAF, 4HD, 3PCI, | x4 2.5 SAS/ H755 Adapter |Y N C1: R3
1U, XR5610 SATA
" ASSY, CHAS, RAF, 4HD, 3PCI, | x4 2.5 SAS/ H355 Adapter |Y N C1: R3
1U, XR5610 SATA
12 ASSY, CHAS, RAF, 4HD, 3PCI, [ x4 2.5 NVME [ S$160 Direct Y Y N/A
1U, XR5610 (only) Attach
(SL)
13 ASSY, CHAS, RAF, 4HD, 3PCl, | x4 2.5 NVME |H755 Adapter |Y Y C1: R3
1U, XR5610 (only)
14 ASSY, CHAS, RAF, 4HD, 3PCl, | x4 2.5 NVME | H965i Adapter |Y Y C1: R3
1U, XR5610 (only)

External Storage

The XR5610 supports the external storage device types listed in the table below.

Table 11. Supported External Storage Devices

Device Type

Description

External Tape

Supports connection to external USB tape products

NAS/IDM appliance software

Supports NAS software stack
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Topics:

. Overview

e OCP 3.0 support

Overview

7

Networking

PowerEdge offers a wide variety of options to get information moving to and from our servers. Industry best technologies are
chosen, and systems management features are added by our partners to firmware to tie in with iDRAC. These adapters are
rigorously validated for worry-free, fully supported use in Dell servers.

OCP 3.0 support

Table 12. OCP 3.0 feature list

Feature OCP 3.0

Form factor SFF

PCle Gen Gen4

Max PCle width x4, x8 or x16

Max no. of ports 4

Port type SFP/SFP+/SFP28
Max port speed 25 GbE

NC-SI Yes

Power consumption

35 W(Front Accessed configuration 35°C critical)

Supported OCP cards

Table 13. Supported OCP cards

Form factor Vendor Port type Port speed Port count
OCP 3.0 Intel S28 25 GbE 4
Broadcom BT 10 GbE 4
Broadcom 528 25 GbE 4
Broadcom V2 25 GbE 4
Intel BT 10 GbE 4
Intel BT 10 GbE 4
Intel BT 1 GbE 4
Broadcom BT 10 GbE 2

Networking
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Table 13. Supported OCP cards (continued)

Form factor Vendor Port type Port speed Port count
Broadcom V2 25 GbE 2
Broadcom BT 1 GbE 4
Intel S28 10 GbE 2

OCP NIC 3.0 vs. rack Network Daughter Card comparisons

Table 14. OCP 3.0, 2.0, and rNDC NIC comparison

Form Factor Dell rNDC OCP 2.0 (LOM Mezz) OCP 3.0 Notes

PCle Gen Gen 3 Gen 3 Gen 4 Supported OCP3 are
SFF (small form factor)

Max PCle Lanes x8 Up to x16 Up to x16 See server slot priority
matrix

Aux Power Yes Yes Yes Used for Shared LOM

OCP form factors

Figure 13. Floating OCP 3.0 (FLOP)

The process of installing the OCP card in XR5610 system:

1. Open the blue latch on the system board.

2. Slide the OCP card into the slot in the system.
3. Push until the OCP card is connected to the connector on the system board.
4. Close the latch to lock the OCP card to the system.

22 Networking




Topics:

. PCle risers

PCle risers

Shown below are the riser offerings for the platform.

Figure 14. Riser connector location on system board

1. Riser IO1A
2. Riser Riser 3A

PCle subsystem

Figure 15. I01A
1. 10 bay 1

PCle subsystem
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Figure 16. Riser 3A

1. Slot1
2. Slot 2

Table 15. PCle Riser Configurations

Config No. Riser configuration No. of Processors PERC type supported | Rear storage possible
0 NO RSR 1 N/A No
1 I0O1A+R3A 1 PERC adapter No
2 IO1A 1 N/A No
3 R3A 1 PERC adapter No

®| NOTE: PERC H965i adapter can only be installed in slot 1 of the riser 3A.
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Power, thermal, and acoustics

PowerEdge servers have an extensive collection of sensors that automatically track thermal activity, which helps to regulate
temperature by reducing server noise and power consumption. The table below lists the tools and technologies Dell offers to
lower power consumption and increase energy efficiency.

Topics:
. Power
. Thermal

. Acoustics

Power

Table 16. Power tools and technologies

Feature Description

Power Supply Units(PSU) Dell's PSU portfolio includes intelligent features such as dynamically optimizing efficiency while

portfolio maintaining availability and redundancy. Find additional information in the Power supply units
section.

Tools for right sizing Enterprise Infrastructure Planning Tool (EIPT) is a tool that can help you determine the most

efficient configuration possible. With Dell's EIPT, you can calculate the power consumption of
your hardware, power infrastructure, and storage at a given workload. Learn more at Enterprise
Infrastructure Planning Tool.

Industry Compliance Dell's servers are compliant with all relevant industry certifications and guide lines, including 80
PLUS, Climate Savers and ENERGY STAR.

Power monitoring accuracy PSU power monitoring improvements include:

e Dell's power monitoring accuracy is 1%, whereas the industry standard is 5%.
e More accurate reporting of power
e Better performance under a power cap

Power capping Use Dell's systems management to set the power cap limit for your systems to limit the output
of a PSU and reduce system power consumption. Dell is the first hardware vendor to leverage
Intel Node Manager for circuit-breaker fast capping.

Systems Management iDRAC Enterprise and Datacenter provides server-level management that monitors, reports and

controls power consumption at the processor, memory and system level.

Dell OpenManage Power Center delivers group power management at the rack, row, and data
center level for servers, power distribution units, and uninterruptible power supplies.

Active power management Intel Node Manager is an embedded technology that provides individual server-level power

reporting and power limiting functionality. Dell offers a complete power management solution
comprised of Intel Node Manager accessed through Dell iDRAC9 Datacenter and OpenManage
Power Center that allows policy-based management of power and thermal at the individual
server, rack, and data center level. Hot spare reduces power consumption of redundant power
supplies. Thermal control optimizes the thermal settings for your environment to reduce fan
consumption and lower system power consumption.

Idle power enables Dell servers to run as efficiently when idle as when at full workload.

Rack infrastructure Dell offers some of the industry's highest-efficiency power infrastructure solutions, including:
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Table 16. Power tools and technologies (continued)

Feature Description

e Power distribution units (PDUs)

e Uninterruptible power supplies (UPSs)

e FEnergy Smart containment rack enclosures

Find additional information at: Power and Cooling Solutions.

Power Supply Units

Energy Smart power supplies have intelligent features, such as the ability to dynamically optimize efficiency while maintaining
availability and redundancy. Also featured are enhanced power-consumption/reduction technologies, such as high-efficiency
power conversion and advanced thermal-management techniques, and embedded power-management features, including high-
accuracy power monitoring. The table below shows the power supply unit options that are available for the XR5610.

Table 17. Power Supply Unit Options

Wattage Frequency Voltage/Current Class Heat
dissipation

800 W mixed 50/60 Hz 100—240 Vac/9.2 A—4.7 A | Platinum 3000 BTU/hr
mode N/A 240 Vdc/3.8 A Platinum 3000 BTU/hr
1100 W DC N/A -48—(-60) Vdc/27 A N/A 4265 BTU/hr
1100 W mixed 50/60 Hz 100—240 Vac/12 A—6.3 A | Titanium 4299 BTU/hr
mode N/A 240 Vdc/5.2 A Titanium 4299 BTU/hr
1400 W DC N/A 240 Vdc/6.6 A Platinum 5406 BTU/hr
1400 W mixed | 50/60 Hz 100—240 Vac/12 A—8 A Platinum 5406 BTU/hr
mode N/A 240 Vdc/6.6 A Platinum 5406 BTU/hr
1800 W mixed | 50/60 Hz 200—240 Vac/10 A Titanium 5406 BTU/hr
mode N/A 240 Vdc/8.2 A Titanium 5406 BTU/hr

®| NOTE: 1100 W -48 VDC and 1400 W AC come in Front Accessed configuration offerings (Front Accessed configuration
PSUs).

NOTE: If a system with AC 1400 W or 1100 W PSUs operates at low line 100-120 Vac, and then the power rating per PSU is
degraded to 1050 W.
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Figure 17. DC PSU power cords

Figure 18. AC PSU power cords

Table 18. PSU power cables

Form factor Output Power cord
Redundant 60 mm 800 W mixed mode C13
1100 W mixed mode C13

100 W -48 VDC

DC power cable

1400 W mixed mode

C15

1800 W mixed mode

DC power cable

PSU rating

Below table lists the power capacity of the PSUs in high/low line operation mode.

Table 19. PSUs highline and lowline ratings

800 W Platinum

1100 W Titanium

1100 W -48 VDC

1400 W Platinum

1800 W Titanium

Peak Power 1360 W N/A N/A 2380 W 2074 W
(Highline)
Highline 800 W N/A N/A 1400 W 1800 W

Power, thermal, and acoustics
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Table 19. PSUs highline and lowline ratings (continued)

800 W Platinum

1100 W Titanium

1100 W -48 VDC

1400 W Platinum

1800 W Titanium

Peak Power 1360 W N/A N/A 1785 W N/A
(Lowline)

Lowline 800 W N/A N/A 1050 W N/A
Highline 240 VDC | 800 W N/A N/A 1400 W 1800 W
Highline 200— N/A N/A N/A N/A N/A
380 VDC

DC -48—(-60) V | N/A 800 W 1100 W N/A N/A

The PowerEdge XR5610 supports up to two AC or DC power supplies with 1+1 redundancy, autosensing, and auto-switching
capability.

If two PSUs are present during POST, a comparison is made between the wattage capacities of the PSUs. If the PSU wattages
do not match, the larger of the two PSUs is enabled and there is also a PSU mismatch warning that is displayed in BIOS and
iDRAC.

If a second PSU is added at run-time, in order for that particular PSU to be enabled, the wattage capacity of the first PSU must
equal the second PSU. Otherwise, the PSU is flagged as unmatched in iDRAC and the second PSU will not be enabled.

The PowerEdge XR5610 Rear Accessed configuration chassis will only support Rear Accessed configuration PSUs. Front
Accessed configuration PSUs cannot be installed in a Rear Accessed configuration chassis due to a specific keying mechanism
on the chassis and PSU. Similarly, Front Accessed configuration PSUs are only allowed in Front Accessed configuration chassis.
A Rear Accessed configuration PSU cannot be installed in a Front Accessed configuration chassis due to the same mechanical
restrictions (keying mechanism) outlined above.

Table 20. PSU efficiency level

Efficiency Targets by Load

Form factor Output Class 10% 20% 50% 100%

Redundant 60 mm 800 W AC Platinum 89.00% 93.00% 94.00% 91.50%
100 W AC Platinum 89.00% 93.00% 94.00% 91.50%
1400 W AC Platinum 89.00% 93.00% 94.00% 91.50%
1800 W AC Titanium 90.00% 94.00% 96.00% 94.00%

Thermal

PowerEdge servers have an extensive collection of sensors that automatically track thermal activity, which helps regulate
temperature thereby reducing server noise and power consumption.

Multi Vector cooling 3.0

Multi Vector Cooling (MVC) was introduced in 14G and has been improved upon here to increase cooling capability,
customization and automation.
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Design Innovation:

Dell Multi Vector Cooling 3.0

Advanced thermal design that streamlines
the airflow pathways within the server,
directing the appropriate volume of air to
where it is needed inside the chassis

Figure 19. Multi Vector Cooling Overview

Features included in this new iteration of MVC include:

Datacenter)

Acoustics

Acoustical design

Patented Adaptive closed loop power capping
Patented baseline fan speed algorithm
Custom delta-t; allowing customers to specify outlet temperature (Requires iDRAC Datacenter)

Custom PCle inlet temp and airflow control among other custom cooling capabilities for PCle devices (Requires iDRAC

Minimize fan and system power consumption
while maintaining component reliability
Providing custom cooling options without

compromising baseline system cooling needs

Dell PowerEdge delivers sound quality and smooth transient response in addition to sound power levels and sound pressure
levels oriented to deployment environments.

Sound quality describes how disturbing or pleasing a person finds a sound, as a function of a variety of psycho-acoustical
metrics and thresholds. Tone prominence is one such metric.

Transient response refers to how sound changes with time.

Sound power level, sound pressure level and loudness refer to amplitude of sound.

A reference for comparison to sound pressure levels and loudness for familiar noise sources is given in the table below.

Table 21. Acoustical Reference Points and Output Comparisons

Value measured at your ears

LpA, dBA, re 20uPa

Loudness, sones

Equivalent familiar noise experience

90 80 Loud concert

75 40 Data center, vacuum cleaner, voice must
be elevated to 