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Abstract 

This is a planning and preparation guide for VxRail. It can be used to better 

understand the networking requirements for VxRail implementation. This document 

does not replace the implementation services with VxRail requirements and should 

not be used to implement networking for VxRail. 
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Chapter 1 Introduction 

This chapter presents the following topics: 

Revision history ................................................................................................ 10 

Intended use and audience .............................................................................. 10 

Introduction to VxRail ....................................................................................... 11 
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Revision history 

Date Description 

March 2023 ¶ Include content for release of VxRail 15G VD-Series hardware 
platform 

¶ Add new sections to provide networking preparation guidance for 
connecting to Dell and VMware external sites 

¶ Add new chapter for networking requirements for vSAN witness 

¶ Remove references to Platform Services Controller 

¶ Updated SmartFabric content based on new VxRail rules 

January 2023 Support for DPUs and ESXio in VxRail 

December 2022 ¶ Support for vSAN Express Architecture 

¶ Support for SmartFabric Services in óintegrated modeô and ódecoupled 
modeô 

November 2022 Support VxRail-supplied vCenter on 2-node cluster 

August 2022 Support for new features in 7.0.400 

March 2022 Support for new features in 7.0.350 

January 2022 Support for new 15G VxRail models 

December 2021 ¶ Update dynamic cluster content with link to Dell published guide 

¶ Update content for VxRail Manager network exclusions 

November 2021 Support for PowerFlex as external storage for dynamic cluster 

October 2021 Support for satellite nodes 

August 2021 Support for new features in 7.0.240 

June 2021 ¶ Updated Intel and AMD node connectivity options for 100 GbE. 

¶ Expanded network topology option to include custom networks with 
six Ethernet ports per node. 

¶ Clarified that VxRail-supplied internal DNS cannot support naming 
services outside of its resident cluster. 

¶ Private VLANs (PVLANs) unsupported for VxRail networking 

April 2021 ¶ Added content on mixing of node ports in VxRail clusters 

¶ Option for manual node ingestion instead of IPV6 multicast 

¶ Added content for LACP policies 

¶ Updated stretched cluster node minimums. 

February 2021 Support for new features in 7.0.131 

November 2020 Removed requirement for VxRail guest network during initial 
configuration. 

October 2020 Support for new features in VxRail 7.0.100 and removed references to 
Log Insight. 

September 2020 Outlined best practices for link aggregation on non-VxRail ports. 

August 2020 Updated requirement for NIC redundancy enablement. 

July 2020 Support for new features in VxRail 7.0.010 
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Date Description 

June 2020 Updated networking requirements for multi-rack VxRail clusters. 

May 2020 Updated switch requirements for VxRail IPv6 multicast. 

April 2020 Support for 

¶ VxRail SmartFabric multi-rack switch network 

¶ Optional 100 GbE Ethernet and FC network ports on VxRail nodes 

March 2020 Support for new functionality in vSphere 7.0 

February 2020 Support for new features in VxRail 4.7.410 

August 2019 Support for VxRail 4.7.300 with Layer 3 VxRail networks 

June 2019 Support for VxRail 4.7.210 and updates to 25 GbE networking 

April 2019 First inclusion of this version history table 

¶ Support of VMware Cloud Foundation on VxRail 

Intended use and audience 

This guide describes the essential network details for VxRailÊ deployment planning 

purposes only. It introduces best practices, recommendations, and requirements for both 

physical and virtual network environments. This document has been prepared for anyone 

who is involved in planning, installing, and maintaining VxRail, including Dell field 

engineers, and customer system and network administrators. Do not use this guide to 

perform the installation and set-up of VxRail. Work with your Dell service representative to 

perform the actual installation. 

Introduction to VxRail 

Dell VxRail is a hyperconverged infrastructure (HCI) solution that consolidates compute, 

storage, and network into a single, highly available, unified system. With careful planning, 

VxRail can be rapidly deployed into an existing data center environment, and the end-

product is immediately available to deploy applications and services.  

VxRail is based on a collection of nodes and switches that are integrated as a cluster 

under a single point of management. All physical compute, network, and storage 

resources in the VxRail are managed as a single shared pool. They are allocated to 

applications and services based on customer-defined business and operational 

requirements.  

VxRail has a simple, scale-out architecture, leveraging VMware vSphere® and VMware 

vSANÊ to provide server virtualization and software-defined storage, with simplified 

deployment, upgrades, and maintenance through VxRail Manager. Fundamental to the 

VxRail clustered architecture is network connectivity. It is through the logical and physical 

networks that individual nodes act as a single system providing scalability, resiliency, and 

workload balance. 

The VxRail software bundle is preloaded onto the compute nodes, and consists of the 

following components (specific software versions not shown): 
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¶ VxRail Manager 

¶ VMware vCenter ServerÊ 

¶ VMware vSAN 

¶ VMware vSphere 

Licenses are required for VMware vSphere and VMware vSAN. The vSphere licenses can 

be purchased from Dell, VMware, or your preferred VMware reseller partner. 

The VxRail also include the following licenses for software that can be downloaded, 

installed, and configured: 

¶ Dell RecoverPoint for Virtual Machines (RP4VM) 

Á Five full VM licenses per single node (E, V, P, D, and S series)  

Á Fifteen full VM licenses for the G Series chassis 
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Chapter 2 Planning Your Data Center 
Network for VxRail 

This chapter presents the following topics: 

  

Introduction ....................................................................................................... 14 

VxRail hardware and the physical network infrastructure ............................. 14 

VxRail clusters and nodes ................................................................................ 15 

Network switch .................................................................................................. 16 

Data center network .......................................................................................... 19 

VxRail networking port options ....................................................................... 21 

VxRail Ethernet adapter options ...................................................................... 24 

VxRail Fibre Channel adapter options ............................................................. 24 

VxRail RoCE adapter options ........................................................................... 25 

VxRail node connectivity options .................................................................... 26 

VxRail networking rules and restrictions ........................................................ 27 

Topology and connections ............................................................................... 28 
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Introduction 

The network considerations for VxRail are no different than those of any enterprise IT 

infrastructure: availability, performance, and extensibility. VxRail is manufactured in the 

factory per your purchase order, and delivered to your data center ready for deployment. 

The nodes in the VxRail can attach to any compatible network infrastructure to enable 

operations. This document guides you through the key phases and decision points for a 

successful VxRail implementation. The key phases are: 

Step 1: Select the VxRail hardware and physical network infrastructure that best aligns 

with your business and operational objectives. 

Step 2: Plan and prepare for VxRail implementation in your data center before product 

delivery. 

Step 3: Set up the network switch infrastructure in your data center for VxRail before 

product delivery. 

Step 4: Prepare for physical installation and VxRail initialization into the final product.  

Note: Follow all the guidance and decision points described in this document; otherwise, VxRail 

will not implement properly, and it will not function correctly in the future. If you have separate 

teams for network and servers in your data center, you must work together to design the network 

and configure the switches.  

VxRail hardware and the physical network infrastructure 

VxRail nodes connect to one or more network switches, with the final product forming a 

VxRail cluster. VxRail communicates with the physical data center network through one or 

more virtual-distributed switches that are deployed in the VxRail cluster. The virtual-

distributed switches and physical network infrastructure integration provide connectivity for 

the virtual infrastructure, and enable virtual network traffic to pass through the physical 

switch infrastructure. In this relationship, the physical switch infrastructure serves as a 

backplane, supporting network traffic between virtual machines in the cluster, and 

enabling virtual machine mobility and resiliency. In addition, the physical network 

infrastructure enables I/O operations between the storage objects in the VxRail vSAN 

datastore, and provides connectivity to applications and end-users outside of the VxRail 

cluster. 

This section describes the physical components and selection criteria for VxRail clusters: 

¶ VxRail clusters and nodes 

¶ Network switch 

¶ Data Center Network 

¶ Topology and connections 

¶ Workstation or laptop 

¶ Out-of-band management (optional) 
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VxRail clusters and nodes 

A VxRail consists of a set of server nodes that are designed and engineered for VxRail. A 

VxRail physical node starts as a standard Dell PowerEdge server. The Dell PowerEdge 

server next goes through a manufacturing process following VxRail product engineering 

specifications to produce a VxRail node ready for shipment. The set of components 

manufactured into VxRail nodes is based on the customer purchase order. The set of 

VxRail nodes is delivered ready for data center installation and connectivity into the data 

center network infrastructure.  

Once the data center installation and network connectivity are complete, and the 

equipment is powered on, the VxRail management interface is used to perform the 

initialization process, which forms the final product: a VxRail cluster.   

A VxRail cluster starts with a minimum of two nodes and can scale to a maximum of 64 

nodes. The selection of the VxRail nodes to form a cluster is primarily driven by planned 

business use cases, and factors such as performance and capacity. Five series of VxRail 

models are offered, each targeting specific objectives: 

VxRail Series Target Objective 

E-Series Balanced Compute and Storage, Space Optimized (1U) 

V-Series Virtual Desktop Enablement with support for GPUs 

P-Series High Performance 

S-Series Storage Dense 

VD-Series Ruggedized, short-depth, sled-based models compatible with both 
rackable and stackable chassis enclosures 

 

Each VxRail model series offers choices for network connectivity. The following figures 

show some of the physical network port options for the VxRail models. 

 

Figure 1. Back view of VxRail E-Series Node  

 

Figure 2. Back view of VxRail V-, P-, and S-Series Node 
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Figure 3. View of VxRail VD-Series chassis with installed sleds 

In addition to network connectivity, review the physical power, space, and cooling 

requirements for your planned infrastructure to ensure data center compatibility. 

Network switch 

 

A VxRail cluster depends on adjacent Ethernet switches, commonly referred to as ótop-of-

rackô switches, to support cluster operations. VxRail is broadly compatible with most 

Ethernet switches on the market. For best results, select a switch platform that meets the 

operational and performance criteria for your planned use cases. 

 

The VxRail product does not have a backplane, so the adjacent ótop-of-rackô switch 

enables all connectivity between the nodes that comprise a VxRail cluster. All the 

networks (management, storage, virtual machine movement, guest networks) configured 

within the VxRail cluster depend on the ótop-of-rackô switches for physical network 

transport between the nodes, and connectivity upstream to data center services and end-

users.  

The network traffic configured in a VxRail cluster is Layer 2. VxRail is architected to 

enable efficiency with the physical ótop-of-rackô switches through the assignment of virtual 

LANs (VLANs) to individual VxRail Layer 2 networks in the cluster. This functionality 

eases network administration and integration with the upstream network. 

 

The VxRail product has two separate and distinct management networks. One 

management network extends externally to connect to IT administration and external data 

center services. The second management network is isolated, visible only to the VxRail 

nodes. 

VxRail 

relationship with 

the Ethernet 

switch 

VxRail node 

discovery and 

the Ethernet 

switch 
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Figure 4. VxRail Management Networks 

The network that is visible only to the VxRail nodes depends on IPv6 multicasting services 

configured on the adjacent ótop-of-rackô switches for node discovery purposes. One node 

is automatically designated as the primary node. It acts as the source, and listens for 

packets from the other nodes using multicast. A VLAN assignment on this network limits 

the multicast traffic only to the interfaces connected to this internal management network.  

A common Ethernet switch feature, Multicast Listener Discovery (MLD) snooping and 

querier is designed to further constrain the flooding of multicast traffic by examining MLD 

messages, and then forwarding multicast traffic only to interested interfaces. Since the 

traffic on this node discovery network is already constrained through the configuration of 

this VLAN on the ports supporting the VxRail cluster, this setting may provide some 

incremental efficiency benefits, but does not negatively impact network efficiency.  

If your data center networking policy has restrictions for the IPV6 multicast protocol, IP addresses 

can be manually assigned to the VxRail nodes as an alternative to automatic discovery. 

The Ethernet switch does not need to support Layer 3 services or be licensed for Layer 3 

services. You can enable routing services further upstream on the network infrastructure, 

or enable routing services at this ótop-of-rackô switch. 

A VxRail cluster can be deployed in a óflatô network using the default VLAN on the switch. 

It can also be configured so that all the management, storage, and guest networks are 

segmented by virtual LANs for efficient operations. For best results, especially in a 

production environment, only managed switches should be deployed, and VLANs should 

be used. A VxRail cluster that is built on a óflatô network should be considered only for test 

cases or for temporary usage. 

In certain instances, additional switch features and functionality are necessary to support 

specific use cases or requirements. 

¶ If your plans include deploying all-flash storage on your VxRail cluster, 10 GbE 

network switches are the minimum requirement for this feature. Dell recommends a 

minimum 25 GbE network if that is supported in your data center infrastructure. 

¶ Enabling advanced features on the switches planned for the VxRail cluster, such as 

Layer 3 routing services, can cause resource contention and consume switch buffer 

space. To avoid resource contention, select switches with sufficient resources and 

buffer capacity. 

Basic switch 

requirements 

Switch 

performance 

considerations  
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¶ Switches that support higher port speeds are designed with higher Network 

Processor Unit (NPU) buffers. An NPU shared switch buffer of at least 16 MB is 

recommended for 10 GbE network connectivity. An NPU buffer of at least 32 MB is 

recommended for more demanding 25 GbE network connectivity. 

¶ For large VxRail clusters with demanding performance requirements and advanced 

switch services that are enabled, consider switches with additional resource 

capacity and deeper buffer capacity. 

There may be additional feature considerations to account for when selecting Ethernet 

switches for your VxRail cluster, depending on interoperability requirements for different 

types of storage resources. 

¶ If your VxRail cluster will include adapters that support RoCE (RDMA over 

Converged Ethernet) for vSAN storage connectivity, the supporting network must 

support a ólosslessô transport. A ólosslessô network is defined as one where no 

frames are dropped because of network congestion.  

Á Select switches that support Data Center Bridging (DCB). The Data Center 

Bridging feature supports the elimination of packet loss due to buffer or queue 

overflow. 

Á The Data Center Bridging must support bandwidth allocation based on priority 

settings, known as Class of Service (CoS). 

Á Priority Flow Control (PFC) is required on the switches to provide RoCE traffic a 

higher priority than other network traffic. 

Decide if you plan to use one or two switches for the VxRail cluster. One switch is 

acceptable, and is often used in test and development environments. To support 

sustained performance, high availability, and failover in production environments, two or 

more switches are required.  

VxRail is a software-defined data center which depends on the physical top-of-rack 

switching for network communications, and is engineered to enable full redundancy and 

failure protection across the cluster. For customer environments that require protection 

from a single point of failure, the adjacent network supporting the VxRail cluster must also 

be designed and configured to eliminate any single point of failure. A minimum of two 

switches should be deployed to support high availability and balance the workload on the 

VxRail cluster. They should be linked with a pair of cables to support the flow of Layer 2 

traffic between the switches. 

Consideration should also be given for link aggregation to enable load-balancing and 

failure protection at the port level. NIC teaming, which is the pairing of a set of physical 

ports into a logical port for this purpose, is supported in VxRail versions 7.0.130 and later. 

These logical port pairings can peer with a pair of ports on the adjacent switches to enable 

the load-balancing of demanding VxRail networks. 

Storage network 

considerations 

Network 

redundancy and 

performance 

considerations 



 Chapter 2: Planning Your Data Center Network for VxRail 

 

19 Dell VxRail Network Planning Guide 
 

  

 

Figure 5. Multi-chassis link aggregation across two switches 

For network-intense workloads that require high availability, consider switches that 

support multi-chassis link aggregation, such as Ciscoôs Virtual Port Channel or Dellôs VLT 

Port Channel. This feature can be used to enable load-balancing from the VxRail cluster 

across a logical switch port that is configured between the two linked switches.  

Support for Link Aggregation Control Protocol (LACP) at the cluster level is also 

introduced in VxRail version 7.0.130. The switches supporting the VxRail cluster should 

support LACP for better manageability and broader load-balancing options. 

Data center network 

VxRail is dependent of specific data center services to implement the cluster and for day-

to-day operations. The top-of-rack switches must be configured to the upstream network 

to enable connectivity to these data center services, and to enable connectivity to the end-

user community. 

¶ Domain Naming Services (DNS) is required to deploy the VxRail cluster and for 

ongoing operations. You can choose a DNS service internal to VxRail, or use a 

DNS service in your data center. 

¶ VxRail cluster requires synchronization of the clock settings on the various VxRail 

components to ensure proper operations. Dell recommends using a reliable global 

timing service for VxRail such as Network Time Protocol (NTP) for this purpose. 

¶ Syslog service is supported with VxRail, but is not required.   

¶ VxRail depends on VMware vCenter for cluster management and operations. You 

can use either the embedded vCenter instance that is included with VxRail, or an 

external vCenter instance in your data center. 

Data center 

services 
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Figure 6. Connecting data center services with VxRail cluster 

VxRail cluster operations depend on a set of networks that run on both the virtual network 

inside the cluster and on the adjoining physical network switches. Some of these 

networks, specifically for VxRail management and for end-user access, must be passed to 

the upstream network, while other VxRail networks can stay isolated on the adjoining 

network switches. 

It is best practice to reserve a set of Virtual LAN (VLAN) IDs in your data center network 

that will be assigned to support the VxRail networks, especially for production workloads. 

All these reserved VLANs must be configured on the adjoining physical switches 

connected to the VxRail nodes. The VLANs cannot be configured as private VLANs. 

Certain VxRail management components must be able to connect to data center services,  

such as DNS and NTP. Routing services must be configured to enable connectivity to 

these services for these management components. Additional networks, such as those 

required for end-user access, must also be configured to support routing end-users and 

external applications to the virtual machines running on the VxRail cluster. 

If Layer 3 routing services are not configured on the adjacent physical switches, the 

VLANs that need to pass upstream must be configured on adjoining network switch 

uplinks. They must also be configured on the ports on the upstream network devices, so 

they can pass through upstream to Layer 2/Layer3 layer. If Layer 3 services are enabled 

on the adjacent physical switches, configure the VLANs that need to pass upstream to 

terminate at this layer, and configure routing services for these networks to pass 

upstream. 

  

Routing services 
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VxRail networking port options 

The following tables show the network connectivity options that are supported for base 

connectivity on the integrated adapter cards for each VxRail model series, and the 

available PCIe-based adapter options for the expansion slots on the nodes. The 

supported Ethernet and Fibre Channel adapter card models, the number of slots available 

for expansion, and the maximum number of networking ports supported per node is driven 

by factors such as the VxRail model series selected for the cluster, and the number of 

CPUs installed per node. 

The following networking connectivity rules apply to VxRail nodes: 

¶ The integrated NDC/OCP ports installed into the back of each VxRail node is 

required. A VxRail node cannot be ordered without an NDC/OCP adapter selection. 

¶ There is only one NCP/OCP slot per VxRail node, and only one option can be 

selected per VxRail node. 

¶ PCIe expansion slots can be populated to support VxRail cluster networking, or to 

support networking requirements outside of VxRail 

The integrated and expansion network connectivity options are displayed for  

¶ VxRail nodes based on the PowerEdge 15th generation Intel platform 

¶ VxRail nodes based on the PowerEdge 14th generation Intel platform 

¶ VxRail nodes based on the PowerEdge platform with AMD processors 

 

Figure 7. Integrated Connectivity Options for 15th Generation VxRail models with Intel 
CPUs 
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Figure 8. Expansion Connectivity Options for 15th Generation VxRail models with Intel 
CPUs 

 

Figure 9. Integrated Connectivity Options for 14th Generation VxRail models with Intel 
CPUs 
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Figure 10. Expansion Connectivity Options for 14th Generation VxRail models with Intel 
CPUs 

 

Figure 11. Built-In Connectivity Options for VxRail Models with AMD CPUs 

 

Figure 12. Expansion Connectivity Options for VxRail Models with AMD CPUs 
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VxRail Ethernet adapter options 

There are restrictions on the models of Ethernet adapters cards and ports that can be 

configured for VxRail nodes. Each vendor adapter card and firmware select for support 

with VxRail must pass a set of tests to be qualified. The following table highlights the 

vendorsô networking products that pass qualification and are supported for VxRail. 

Port Speed Vendor 

10 GbE 

¶ Intel 

¶ Broadcom 

¶ QLogic 

25 GbE 

¶ Broadcom 

¶ Intel 

¶ Mellanox 

¶ QLogic 

100 GbE ¶ Mellanox 

 

 The following guidelines should be understood to drive port adapter selection: 

¶ When a VxRail cluster is initially built, it is recommended, but not required, that all 

the network adapter cards that are used to form the cluster be of the same vendor. 

This rule does not apply to nodes added to an existing VxRail cluster, so long as 

the port speed and port type match the existing nodes. 

¶ VxRail recommends using the same adapter card vendor and model for all the 

nodes in a cluster that support VxRail cluster operations. There is no guarantee that 

using optics or cables from one vendor with an adapter card from another vendor 

will work as expected. VxRail recommends consulting the Dell cable and optics 

support matrix before attempting to mix vendor equipment in a VxRail cluster. 

¶ The feature sets supported from network adapter card suppliers do not always 

match. There is a dependency on the firmware and/or driver in the adapter card to 

support certain features. If a specific feature is needed to meet a business 

requirement, VxRail recommends consulting with a sales specialist to verify that the 

needed feature is supported for a specific vendor. 

VxRail Fibre Channel adapter options 

If your plans include using Fibre Channel storage as a storage resource for VxRail, the 

following Fibre Channel adapter cards are supported. These adapter cards can be 

included with your purchase order and installed on the nodes during the manufacturing 

process. You can also obtain the adapter cards later if your storage requirements change.  
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FC Speed Vendor 

16 GB 
¶ Emulex  

¶ QLogic  

32 GB 
¶ Emulex  

¶ QLogic  

 

VxRail RoCE adapter options 

RoCE adapter support Remote Direct Memory Access (RDMA) connectivity over 

Converged Networks. RDMA is a technology to enable sending data over a network 

without involving the CPU in the transfer, thereby providing appreciable IOPS 

performance in comparison to other network-based storage connectivity options. Enabling 

RDMA over a Converged Ethernet network infrastructure provides faster data transfer for 

network-intensive applications through lower I-O latencies on this network. 

 Port Speed Vendor 

25 GbE Mellanox 

 

The following guidelines should be understood for RoCE-supported adapters: 

¶ The VxRail cluster must be configured with a minimum version of 7.0.200 

¶ All the nodes in the cluster connected to the common vSAN datastore must be 

configured with RoCE-supported adapter cards of the same vendor and the same 

model. This is strongly encouraged as a best practice to remove any possibility of 

slight variances in adapters from different vendors or different models disrupting I/O 

on the vSAN datastore. 

¶ The Ethernet ports on the RoCE-supported adapters are reserved for vSAN traffic 

only. 

¶ The physical network supporting vSAN is configured as a ólosslessô network,  

VxRail DPU options 

VxRail supports Data Processing Units (DPUs) to accelerate I-O and boost overall 

performance. The DPUs support the offloading of certain network and security services 

from the main CPUs on the VxRail nodes, thereby optimizing overall CPU resources. 

A DPU would be installed in the factory on the VxRail node instead of a standard Ethernet 

adapter card. The DPU differs from a traditional Ethernet adapter card because ESXio is 

installed on the device, and the DPU is configured with its own CPU. 
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Figure 13. Integrated DPU with ESXio image and CPU 

The following guidelines should be understood for VxRail clusters with DPUs: 

¶ The VxRail cluster must be running a minimum version of 8.0.010 

¶ The VxRail nodes are configured in the factory with qualified and supported Data 

Processing Units (DPUs) 

¶ The data center network supporting the VxRail cluster can support the physical 

network speed requirement of the DPU. 

Port Speed Vendor 

25 GbE 
nVidia 

Pensando 

100 GbE Pensando 

VxRail node connectivity options 

For VxRail clusters that can tolerate a single point of failure, and do not have demanding 

workload requirements, the VxRail cluster can be configured using only the Ethernet ports 

on the NDC/OCP. Starting with version 7.0.130, for workloads that require a higher level 

of failure protection, VxRail supports spreading the networks across NDC/OCP Ethernet 

ports and Ethernet ports on PCIe adapter cards. 

The custom network option provides flexibility with the selection of the Ethernet ports to 

support the VxRail cluster networking. The cluster can be deployed using either the 

default network profiles supported in VxRail, or you can select the Ethernet ports to be 

used by the cluster and assign those ports to the VxRail networks. There is more flexibility 

with the customized port selection option, since you can use just the ports on the 

NDC/OCP, mix the ports from the NDC/OCP and a PCIe adapter card, or select only ports 

from PCIe adapter cards. For more details, see Appendix F: Physical Network Switch 

Examples to understand the most common node connectivity options. 
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Figure 14. Mixing NDC/OCP and PCIe ports to support a VxRail cluster 

If you later decide to change the topology by migrating the VxRail networks onto other 

uplinks on the VxRail nodes, this activity can be performed after the cluster is built, as 

long as the VxRail cluster is at version 7.0.010 or later. 

VxRail networking rules and restrictions 

¶ The Ethernet ports selected during the VxRail initial build process to support the 

VxRail cluster are reserved exclusively for VxRail usage and cannot be 

reconfigured for purposes outside of VxRail networking. 

¶ Any unused Ethernet ports on the nodes that are not reserved for VxRail cluster 

networking can be used for other customer use cases, such as guest networks, 

external storage, and other requirements. 

¶ Guest networks can share resources with the Ethernet ports reserved for VxRail 

networking, or unused Ethernet ports on the nodes can be configured to support 

guest networks. 

¶ For VxRail clusters running all Ethernet ports at 1 GbE speed: 

Á Four ports on each node must be reserved for VxRail network traffic. 

Á Single processor VxRail models only 

Á Maximum of eight nodes per cluster 

Á Only hybrid VxRail models can be configured with 1 GbE speed. All-flash 

VxRail models cannot support 1 GbE. 

¶ For VxRail nodes supplied with Ethernet ports greater than 1 GbE: 

Á The most common topology is to configure the cluster with either two ports or 

four ports per node to support VxRail networking traffic. 

Á Starting with VxRail 7.0.400, six ports or eight ports per node can be selected to 

support VxRail networking. 

Á Adding Ethernet ports beyond the ports initially reserved for VxRail networking 

is not supported after the cluster is configured and operational. 

Á VxRail networks that become resource constrained due to increased workload 

demands can be migrated to higher-speed Ethernet ports, provided the VxRail 

cluster is running version 7.0.010 or later. 

Á Optionally, reserving six ports or eight ports per node for VxRail network traffic 

is supported. This option is best used for deployments supporting very 

demanding and network-intense workloads. 
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¶ Custom Ethernet port configurations are supported with restrictions: 

Á Before VxRail version 7.0.130, all the Ethernet ports on the VxRail nodes 

selected for a VxRail cluster must be the same port type and running at the 

same speed. 

Á Starting with VxRail version 7.0.130, the ports on the NDC/OCP and PCIe 

adapter cards configured in the VxRail nodes can be running at different 

speeds. For instance, the NDC/OCP ports can running at 10 GbE and the ports 

on the PCIe adapter cards can be running at 25 GbE. 

Á Any ports assigned to the same VxRail network, whether based on NDC/OCP 

or PCIe, must be running at the same speed. For instance, a VxRail network 

cannot be paired with one port running at 10 GbE and another port running at 

25 GbE. 

Á Individual VxRail networks can be assigned to Ethernet ports running at 

different speeds. For instance, one VxRail network can be assigned to ports 

running at 100 GbE, while another VxRail network can be assigned to ports 

running at 10 GbE. 

Á Mixing Ethernet port types, such as RJ45 and SFP+, to support VxRail cluster 

network operations is not restricted, but is not recommended. Mixing different 

Ethernet port types invites complexity regarding firmware, drivers, and cabling 

with the data center network. 

 

Figure 15. Mixing network speeds and types to support VxRail networking 

Topology and connections 

Various network topologies are possible with VxRail clusters. Complex production 

environments have multi-tier network topologies with clusters in multiple racks, and 

spanning across data centers. Simpler workloads can be satisfied with the nodes and 

adjacent switches confined to a single rack, with routing services configured further 

upstream. A site diagram showing the proposed network components and connectivity is 

highly recommended before cabling and powering on VxRail nodes, and before 

performing an initial build of the VxRail cluster. 
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Decide what network architecture you want to support the VxRail cluster, and what 

protocols will be used to connect to data center services and end users. For VxRail 

clusters managing production workloads, VLANs will be configured to support the VxRail 

networks. Determine which network tier the VxRail networking VLANs will terminate, and 

which tier to configure routing services. 

 

Figure 16. High-level network topology with Layer 2 and Layer 3 options 

To determine the base number of ports required on each switch to support VxRail cluster 

operations, multiply the number of Ethernet ports on each VxRail node you will select to 

support VxRail networking by the number of nodes to be configured into the cluster. For a 

dual switch configuration, ports must be reserved on each switch to form an interswitch 

link for network traffic passage. You must also reserve additional ports to pass VxRail 

network traffic upstream, and one port on a switch to enable a laptop to connect to VxRail 

to perform initial build.  

If the VxRail clusters are located at a data center that you cannot access easily, we 

recommend setting up an out-of-band management switch to facilitate direct 

communication with each node. 

To use out-of-band management, connect the integrated Dell Remote Access Controller 

(iDRAC) port to a separate switch to provide physical network separation. Default values, 

capabilities, and recommendations for out-of-band management are provided with server 

hardware information. You must reserve an IP address for each iDRAC in your VxRail 

cluster (one per node). 




























































































































































































































