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Nutanix SCOM MP for Dell EMC XC Series

Nutanix SCOM Management Pack lets you monitor Dell EMC XC Series clusters from a single console. Administrators
can gain rapid insight into the state of the XC Series cluster environment using various views that show state, health,
and performance information, as well as alerts generated for availability and performance. Nutanix SCOM alerts and
thresholds are synchronized with alerts and thresholds in the Nutanix PRISM Web Console.
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SCOM Server architecture with XC Series.

Nutanix SCOM MP Architecture

Microsoft System Center Operations Manager is a cross-
platform data center infrastructure monitoring system. The
XC Series customer o Nutanix Management Pack extends Operations Manager
benefit from SCOM integration providing and collects information about XC Series cluster software
end-to-end visualization of health and elements through the Nutanix PRISM REST API and
performance, hardware elements through IPMI utility. The Nutanix
Management Pack then packages that information for
consumption by Operations Manager. This lets operators
and IT Departments visualize the health and performance.

Nutanix System Center Operations Manager Management Pack on XC Series family supports both XC Series and XC
Xpress appliances. The Cluster diagram is one example of collected data that is presented for operators and IT
Departments to use for monitoring the health and performance of an XC Series cluster.

Nutanix SCOM MP for Dell EMC XC Series
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Alerts Views

Active Alerts and Closed Alerts Views List active and closed alerts that are synchronized from Nutanix PRISM web

console.
File Edit View Go Tasks Tools Help
l:l Search ™ Overrides ™ Hii Scope ‘,-- Fmd] ‘
Monitoring € Active Alerts (12) I 3 Tasks
4 |l Monitaring ~ | 4 Look for | Find Now Clear G e
_’ Adtive Alerts & | Source &) Name Resolution State  Created Age Alert Actions
#| Discovered Inventory 4 Severity: Critical (1)
£2f| Distributed Applications a Nutanix Cluster (1) View or edit the settings of this monitor
= 4 Class: Nutanix Cluster
|y Task Status _ - W7 Start Mainte Mode...
) = @ Angols Controller VM 10.4.40.167 disconnected fro...  New 5/18/2017 2:10:49 AM 30 Minutes if Start Mainienance Moae
UNDX/Linux Computers =
£2] Windows Computers 4 -Class: Nutanix Fan (1)
A Agentless Exception Monitaring & FANI Fan Speed Low New 5/18/2017 2:38:49 AM 2 Minutes
4 Application Manitoring 4 (lass: Nutanix Node (%) &5 Overrides b
4 Data Warehouse 4 JOHNNYV3-1.... Controller VM 10.7.2.36 rebooted New 5/18/2017 2:10:50 AM 30 Minutes [l Perscnalize view...
2
4 Microsoft Audit Collection Servicss | NTHX-45FXB42... Controller VM 10.7.2.33 rebooted MNew 5/18/2017 2:10:50 AM 30 Minutes
4 Microsoft Windows Cliert A neutrinol8-1H..  Controller YM 10.7.2.45 rebooted New 5/18/2017 2:10:50 AM 30 Minutes Subscription
B 3 lohnnyV4-1HY..  Controller YM 10.7.2.39 rebooted New 5/18/2017 2:10:50 AM 30 Minutes Create..
Lk bR ] ) NTNX-ISFYB4Z..  Controller VM 10.7.230 rebooted New S/18/201727050AM 30 Minutes MediF.
4 g Nutanix Management Pack P = 1872017 2:10:
| neutring17-1.H... Controller VI 10.7.2.42 rebooted New 5/18/2017 2:10:50 AM 30 Minutes
| Active Alerts Tasks
| NTNX-145M15.., Controller VM 10.4.40.167 rebooted MNew 5/18/2017 2:10:49 AM 30 Minutes
| Closed Alerts N - ~
Cluster Diagram o @ NTNCOI23ds6. Cluster services are down New 5/18/2017 2:10:48 AM 30 Minutes FLEERE RS
< m > 9 NTNX-16SMEC... Cassandra Waiting For Disk Replacement New 5/18/2017 2:10:48 AM 30 Minutes ¥ Close Alert
Show or Hide Views. 4 Severity: Warning (1) Set Resclution State »
New View » 4 (lass: Nutanix Node (1) = Entity Properties
i JOHNNYV-1.. CVM NIC Speed Low New 5/18/2017 2:10:50 AM 30 Minutes @ Heaith Explorer
Bl monitoring Alert Details
Navigation
# Authoring 3
& Cassandra Waiting For Disk Replacement Alert Description | Alert View
Administration so -6 NTH-165MEC430262-4 erforming Diagram View
’la‘l My Workspace Full Path Name: NTNX-165M6C430282-A +2| Event View
o Monitor MutanixManitor.Host.A21014 Performance View
- 5/18/20 10:43 AM —
23| State View
Ready

Active Alerts screen.
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Cluster Diagram

Cluster Diagram, which provides a tree
view of each clustered object and its
health state, lets you drill down to
When problems or anomalies arise, alerts are individual objects and see how they
generated and passed into Operations Manager, relate to one another. Detail View in the
creating a centralized dashboard representing XC bottom pane gives more details about
Series cluster health. the selected object.

Cluster Diagram
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Detail View

Nutanix HDD Class properties of 9XG9EAH7

Display Name 9XGOEAHT
Uuid 8026880d-616a-435b-9b2d-e641173¢52f8

Tree view of the Cluster Diagram
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Blocks Overview
Blocks Overview shows information about physical blocks, fans, power supplies, and CPU temperatures.

Blocks Overview

Clusters Nodes
State  Name 4 Blocks Nodes State  Model Name 4  Block Serial ~ Cluster Nodes State  Name 4 System Temp (C)
@  XC-PCF-Clusterl 4 4 @  XC630-10 28K8CH2 1 28K8CH2.peake.local
@  XC-PCF-Cluster2 4 4 @  Xxc630-10 20COCH2 1
&  XC-PCF-Cluster3 4 4 @  Xc630-10 HWMMXG2 1
@  xc630-10 JZLM082 1
Fans Power C empera
State  Name 4 Availability RPM State  Name 4 Availability Name 4  Temperature (C)
\D Fan Redundancy Redundant @ PS Redundancy Present Temp 51
@ FanlA Present 5400 @ s Present Temp 50
@ FaniB Present 4800 @  status Present
‘.;D Fan2A Present 5520
@ Fan28 Present 4920
@  Fan3A Present 5400
@)  Fan3t Present 4800
@  FandA Present 5160
@  FandB Present 4920
@  Fan5A Present 5280
@  FansB Present 4800
&  FansA Present 5280
@  FanéB Present 5160
@ Fan7A Present 5280
@ Fan78 Present 4920

Blocks Overview screen.
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Cluster Overview

Cluster Overview is a consolidated
performance view at the cluster level.
Nutanix SCOM MP offers monitoring for datacenter Additional performance comparison

operators tasked with the overall health of XC Series charts are also available for each metric
on the overview, such as cluster CPU,

memory, storage usage, and disk
performance. Use this view to see high
level overall cluster performance.

clusters.

Clusters Overview

Clusters
State  Name A IP Address NOS Hypervisor Nodes  Total Storage  Used Storage(GB)  Free Storage(GB)  Total CPU  Total Memory  Full Version
@ XC-PCF-Cluster1  10.1097.19  5.1.03 ESXi 4 2957 TB 1300.94 2898347 176 GHz 150 T8 el6-release-euphrates-5.1.0.3-stable-5bdc88a0a5cbad02b74dafe07c995925¢ea5|
@  XC-PCF-Cluster2 10.1097.230 5103 ESXi 4 2197718 78414 2171377 2008 GHz  1,023.63 GB el6-release-euphrates-5.1.0.3-stable-5bdc88a0aScbad02b74dafe07c995925¢ea5|
l;‘ XC-PCF-Cluster3  10.1097.239 5.1.03 ESXi 4 277778 734.96 27702.01 2832GHz 1.50TB el6-release-euphrates-5.1.0.3-stable-5bdc88a0a5cbad02b74dafe07¢995925¢ea5|
n »
CPU Usage (%) Memory Usage (%) Storage Usage (%)
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Cluster Overview screen.
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SSD Overview

SSD Overview provides usage and disk performance information on each individual SSD drive in a cluster. High I/O
latency may indicate poor performance of the selected drive.

SSD Overview

Clusters
State  Name A  SSDs State  Serial 4 Capacity Used Capacity(GB)  Free Capacity(GB)  Host Mode  Status  Model
@ XC-PCF-Cluster1 8 @ BTHC552502VR800NGN  433.56 GB  28.16 4054 10.10.97.13 Online  Normal INTEL SSDSC2BX800G4R
@ XC-PCF-Cluster2 8 \{) BTHC552502VX800NGN  433.56 GB  37.89 395.66 10.1097.11 Online Normal INTEL SSDSC2BX800G4R
] XC-PCF-Cluster3 8 @ BTHC552502W3800NGN 41356 GB  28.22 38534 Online  Normal INTEL SSDSC2BX800G4R
(@  BTHC552503KR80ONGN 41356 GB 3202 381.53 Online  Normal INTEL SSDSC2BX800G4R
@ BTHC552503LFB0ONGN 43356 GB 314 40215 2 Online Normal INTEL SSDSC2BX800G4R
\‘D BTHC5525059S800NGN  413.56 GB  37.76 37579 10.10.97.11 Online  Normal INTEL SSDSC2BX800G4R
@ BTTV317501AG800JGN 48848GB 27 46148 10.1097.14 Online Normal INTEL SSDSC2BAS00G3R
@ BTTV449600R4800JGN 46848GB  26.79 44168 Online  Normal INTEL SSDSC2BAS00G3R
g )
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SSD Overview screen.
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Network Interface Overview

Network Interface Overview shows information about each network interface on each node. This is where you would

look for data on network speed, sent and received packets, and network errors.

Network Interface Overview

Clusters
State Name A tat Name A Host IP
@  XC-PCF-Clustert @  28K8CH2.peakelocal  10.10.97.14
@  XC-PCF-Cluster2 @  29C9CH2peakelocal ~ 10.10.97.11
&  XC-PCF-Cluster3 @  HWMMXG2peakelocal 10.1097.13
)  JZLMO082 peake.local 10.10.97.12
Network Adapters
State  Name 4  MAC Address Speed (inkBps)  Total PacketsRx  Total Packets Tx  Dropped Packets Rx  Error Packets Rx
@ vmnic0  24:6e:96:41:83:90 1250000 1634465 73424 0 0
@ w 24:6e06:41:8392 NA 0 0 0 0
@ 24:6e:06:41:8394 NA 0 0 0 0
@ 24:6e:06:41:8395 NA 0 0 0 0
@ 84:7bieb:d9:43:31 1250 24 28 0 0

Network Interface Overview screen.
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Nodes Overview
Nodes Overview provides information about all nodes in a cluster, such as physical CPU, memory, and storage.

Nodes Overview

Clusters Nodes
State  Name A Nodes State  Name A Host IP CVM IP IPMI IP CPU Model CPU Cores  CPU Sockets  User
@  XC-PCF-Clusterl 4 (@)  28K8CH2peakelocal  10.1097.14 10.1097.18 10.10.116.103 Intel(R) Xeon(R) CPU E5-2630 vA @ 2.20GHz 20 2 7
@  XC-PCF-Cluster2 4 @  29C9CH2peakelocal  10.1097.11 10.1097.15 10.10.117.115 Intel(R) Xeon(R) CPU E5-2630 v4 @ 2.20GHz 20 2 8
&9  XC-PCF-Cluster3 4 @  HWMMXG2peskelocal 10.1097.13 10.1097.17 10.10.1166 Intel(R) Xeon(R) CPU E5-2630 v4 @ 220GHz 20 2 5
@  JZLMO82 peakelocal 10109712 10.1097.16 10.10.11643  Intel(R) Xeon(R) CPU E5-2630 v4 20 2 6
m »
Memory Usage (%) Storage Usage (

Disk Avg. |0 Latency (ms)

Nodes Overview screen.
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Storage Pool & Containers Overview

Storage Pool & Containers Overview provides information about each storage container and storage pool.

Storage Pool & Containers Overview

Clusters

State  Name 4 Storage Pools  Containers

(@  XC-PCF-Clusterl 1 3

@  XC-PCF-Cluster2 1 3

&9  XC-PCF-Cluster3 1 3

Storage C

State  Name A Capacity RF Compression  On-Disk Dedup. Perf-Tier Dedup.

(¥)  default-container-52371834918327 141778 2  Off off Off off
¢  NutanixManagementShare 141578 2 Off off Off off
¥)  PCF-Containerl 800T8 2  Off off off Off
Us (% Compr

Storage Pool & Containers Overview screen.
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ErasureCoding

rage Pools

State  Name - Disks
(¥  default-storage-pool-52371834918327 40

Explicit Reserved  Thick Provisioned

0 2107 GB
0 0
0 595.00 GB
)eduplication Ratio

Free Space(GB)
2898347

Used Capacity(GB)
21.1

0

627.47

Erasure(

Used Space(GB)
1300.94

Max Capacity
29.57 TB

Free Capacity(GB)
14491.74
1449174
7564.53




Cluster User VM Overview

Identify and compare the top user VMs using
memory and CPU as well as average latency and
IOPS.

User VMs Overview screen.
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Cluster User VM Overview provides usage,
and disk performance information on each
individual user VM in a cluster. Additional
comparison views provides insight into VMs
from a memory/CPU usage and performance
perspective. Easily find VM resource constraint
issues.




